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Abstract—Wireless security has been an active research area  future (maybe even in the near future), the AES scheme
since the last decade. A lot of studies of wireless securityse will be broken by newly invented cryptanlysis techniques.
cryptographic tools, but traditional cryptographic tools are In fact, there was a lesson a few years ago, when cryp-

normally based on computational assumptions, which may tologists brok | f hash functi includi
turn out to be invalid in the future. Consequently, it is very 010gISts broke several famous hash functions, Including

desirable to build cryptographic tools that do not rely on MD5 and SHA-O [42], [43]. To be more precise, these
computational assumptions. hash functions had been assumed to be collision-resistant
In this paper, we focus on a crucial cryptographic tool, for more than ten years, but cryptologists found that these

namely 1-out-of-2 oblivious transfer. This tool plays a cetral assumptions are invalid and there are quite efficient al-
role in cryptography because we can build & cryptographic orithms to find collisions of these hash functions. It is
protocol for any polynomial-time computable function using g ) . . :

this tool. We present a novel 1-out-of-2 oblivious transfer worth noting that the above discoveries were made after the

protocol based on wireless channel characteristics, whictioes hash functions became either national standards or de facto
not rely on any computational assumption. We also illustrae standards. Hence, it will be very desirable if we can remove
the potential broad applications of this protocol by giving cryptographic tools’ dependence on such computational
two applications, one on private communications and anottre assumotions

on privacy pre;erving passworq verificatiqn. We have fully umpti ) . . .

implemented this protocol on wireless devices and conduale Of course, removing computational assumptions frpm the
experiments in real environments to evaluate the protocol rad cryptographic tools, and thus from the wireless securigy sy

its application to private communications. Our experimengl tems, is a highly challenging problem. Consequently, ia thi

results demonstrate that it has reasonable efficiency. paper, we do not intend to build a complete wireless security

system that does not rely on computational assumptions. In

stead, we would like to address a fundamental question as a

crucial step towards solving this very challenging prollem
Wireless security has been an active research area sincés it at all feasible to build wireless security systems with

the last decade. A lot of studies of wireless security use relying on computational assumptions?

cryptographic tools such as encryption, authenticatiod, a Our answer to the above question is positive. Specifically,

key agreement in order to achieve security protection.&hes we propose that wireless security can be based on the

traditional cryptographic tools are very powerful, but mos physical channel characteristics rather than computaltion

of them have a common weakness—normally, they are assumptions, as illustrated by a new type of protocols for

based on computational assumptions. key agreement in wireless networks [30], [45], [6], [39],
For example, consider one of the most frequently used [32], [26], [34].! In other words, the wireless channel char-

cryptographic tools, symmetric key encryption. We have acteristics can be used not only to achieve key agreement,

a number of very good existing encryption schemes, e.g.,but also to establislny cryptographic tool.

AES [17]. However, when we use AES to encrypt a To be more precise, we use wireless channel character-

message, we are actually making an implicit assumption: istics to build a crucial cryptographic tool called 1-odtz

the AES block cipher is a psedorandom permutation. Intu- oblivious transfer. (For simplicity, hereafter we use OT to

itively, this assumption implies that it is infeasible fon a  refer to oblivious transfer, and use % refer to 1-out-of-

adversary to find the cleartext message from the ciphertext.

Nevertheless, the above assumption of pseudorandomness ‘This is not the only way to do cryptographic operations witho

. ., . computational assumptions; quantum communications do relgt on

is based on the cryptologists’ understanding of ¢herent

g ; : k computational assumptions as well. But quantum commuaitaiare out
attacks on encryption schemes. It is possible that, in the of the scope of this paper.

I. INTRODUCTION



2 oblivious transfer.) The reason for choosing to work on The implementation and experiments are described in Sec-
OT? is that it plays a central role in cryptography. In fact, tion VI. After briefly reviewing related work in Section VII,
Kilian [28] has proved that OTis “complete”, meaning  we conclude in Section VIII.
that for any polynomial-time computable function, we can
build a cryptographic protocol using @T. For example,
electronic voting protocols, anonymous communications
protocols, digital cash protocols, privacy preservingadat ~ Throughout this paper, we follow the formulation pre-
mining protocols, etc. can all be built using ®THence,  sented in [32], [44]. For completeness, we briefly review
once we get an OT protocol independent of computa- the model of wireless channels and the quantization method
tional assumptions, we can actually use it to establish in [32] and refer readers to [32] for more details. After that
other cryptographic protocols independent of computation We specify the requirements that an {rotocol needs to
assumptions. satisfy and the security model we use to analyze @id
However, it is not easy to construct an Pprotocol  its applications.
based on wireless c_hannel characteristics. The_ main ideal\/lodel of Wireless Channel
underlying our work is to employ a novel technique from
[14]. We point out that both our channel model and our
OT? protocol are significantly different from those of [14].
Consequently, our use of their technique is non-trivial.

Il. TECHNICAL PRELIMINARIES

Consider two parties! and

B, and the wireless channel between them. Just like in [32],
for ease of presentation, létbe the magnitude of the in-
phase component of the Rayleigh fading process, which
follows a Gaussian distribution. (Note that our protocol

To_|IIustrate the poter_mal wide apph_cau_ons of our work, and analysis do not rely on this assumption of distribution.
we give a method of private communications based on our | fact, they can be easily extended to the general case;

5 . ” . .
oT; protocol_.Just like traditional symmetrlc ke)_/ encryption .t the extension is notationally complex and less easy
schemes, this method allows two wireless devices that havetO understand. ) Clearly; can be viewed as a stochastic

a common secret key to communicate with each other
privately. Nevertheless, the security of this method depen
on wireless channel characteristics, not on computational
assumptions.

process; we usé(t) to represent the value df at timet.
A and B do not know the precise values 6ft); they
can only make estimates. Specifically, &t) be a well

— L known probe signal. Suppose th&tsends a probe signal
Another application of our O protocol is privacy pre- a4 4 receives it at time,; A sends a probe signal and

serving password verification. Using the method we present, p Laceives it at timet,. Then A and B can estimate the
one wireless device can verify a password from another ;nanne| respectively, using their received signals. Is thi

wireless device in such a way that the password is not case, the signalsl and B receive can be expressed as
revealed to either the former device or any eavesdropper. follows:

paIFr:e?ummary, we have the following contributions in this ra(ty) = h(t1)s(t1) + na(t1), 1)
« We are the first to construct an ®Pprotocol based ro(t2) = h(t2)s(t2) + nu(t2), @)

on the physical characteristics of wireless channels. wheren, (t,) andn,(t,) are the receiver noises at and
Our OT? protocol does not rely on any computational p.

assumptions. Given the completene;s of{@Toved. By using existing techniques of channel estimation,
by Kilian [28], O.ur.WOI‘k can be COI’ISIdeI’ed. a crucial e.g., [41],A (resp.,B) can obtain an estimafel(tl) (resp.,
step towards building strong wireless security systems j, (1,)) from r,(t,) (resp.,r(t2)). These estimates satisfy

without computational assumptions. the following equations:

« Our OT? protocol has wide potential applications. In .
particular, we have given a method of private commu- ha(t1) = h(t1) + z4(t1), )
nications and a method of privacy preserving password flb(tz) — h(ts) + 2(ts), )

verification based on our own GTprotocol.

« We havecompletelyfimplemented our OF protocol on wherez,(t1) (resp.,z,(t2)) represents the noise and inter-
real, mobilewireless devices, and evaluated it through ferences caused by, (1) (resp.n(t2)) during the process
extensive experiments. We have also experimentally of channel estimation.
evaluated our private communications method. Our By the channel reciprocity we can guarantee thatz, )

experimental results demonstrate that ou @fotocol and h(t2) are correlated, ift. — ¢; is small in the above
and its application to private communications both probe and estimation process. More precisely, we need that
have reasonable efficiency. the pair of probe signals exchanged Ayand B are within

The rest of this paper is organized as follows. In Sec- the coherence tim¢g37], [32] of the wireless channel. Here

tion Il, we present technical preliminaries. In Section Il ) ) ) ) o
P p n 2|f the involved wireless devices are not calibrated, meshebmilar

we deS|gn and analyze our @brOtOCO|' In Sections IV to [32] can be used to reduce the problem introduced by thle tdc
and V, we show the two applications of our ®protocol. calibration.



the coherence timé& is typically inversely proportional
to the maximum Doppler frequencl, [37], [32]:

1 A
~ =] (5)

In equation (5),\ is the wavelength of the carrier signal,
and v is the maximum moving speed of objects in the
environment.

Tc
v

Note that the above description refers to the exchange

of one single pair of probe signals. As we will see, our
OT? protocol actually requires exchanges of multiple pairs
of probe signals. Unlike the short time interval between
the two probe signals in the same pair, the time interval

between any two different pairs of probe signals is chosen
to be larger than the coherence time. In this way, the channel
estimates derived from different pairs of probe signals can

be seen as independent from each other.

Method of Quantization ~When A and B have obtained
their estimates, andhy,, respectively, they quantize these

and analyze it.

A. The OF Protocol

Our OT? protocol consists of two stages. In the first
stage, the two parties send multiple probe signals to each
other alternately, estimate the channel, and convert the
estimates into bits, using the quantization method desdrib
in Section II. (Recall that the time interval between each
pair of probe signals is within the coherence time, but
the time interval between any two different pairs of probe
signals is more than the coherence time.) The two parties
terminate the first stage as soon as each of them have
obtained at leasiV bits, whereN is an even number and
a system parameter.

The main idea of the second stage is tHatan xor her
two secret bits with two sequences of masks respectively
and then send the results £ In order to guarantee thét
gets onlyb, but notb,_,, we only need to make sure that

channel estimates into bit strings using a quantization the sequence of masks fby is known to B, but the other

function Q. The function is defined as follows:

1 if ©>q4
0 if z<q-

whereq, andq_ are derived from the mean and standard
deviation of channel estimates. Denote the meambgnd
the standard deviation by. Let o (o« > 0) be a system
parameter. We have

Q(x) (6)

()

Requirements for OT? and Security Model Our main
objective in this paper is to build an @Pprotocol between
A and B. In Section lll, we describe how to build this
protocol, including how to use the method of quantization
mentioned above. Before we build the PProtocol, we
need to first list the requirements for ©T

Assume thatd has two bitshg andb; as her input, and
that B has a bits as his input. The requirements of an OT
protocol is that, when the protocol terminates,

1) B gets the bit;

2) B gets no information about; _g;

3) A gets no information about.

Throughout this paper, we analyze the security off OT

g+ —=m=Ea-o.

sequence is unknown t8. To achieve this objective, we
have the following crucial observationConsider two pairs

of probe signals such that extracts the same bit from them
using the quantization method in Section II. From these two
pairs of probe signals, iB also extracts the same bit, then
it is very likely that the bit extracted by is equal to the bit
extracted byB. In contrast, if from the two pairs of probe
signals B extracts two different bits, the® has no idea
about what bit is extracted byl. Consequently, for both
sequences of masks, we létuse bits extracted from probe
signals byA such that the next extracted bits are the same.
In order to ensure the sequence of mask$fds known to

B, we make sure that the masks farcorrespond to those
bits extracted byB that are identical to their next bits. In
order to ensure the sequence of maskafar, is unknown

to B, we make sure that the masks fgr_, correspond to
those bits extracted b#g that are not identical to their next
bits.

More details of the second stage are given below.
Suppose that, at the end of the first stage, has
obtained N bits from the quantized channel estimates:
{BS.(i)}i=12,...n; B has also obtainedv bits from the
quantized channel estimat€s3.5,(i) }i=1,2,....n. (Note that
we use BS,(i) to denote theith term in the sequence

and its applications in the semi-honest model, which is one BS,. Similar notations are used throughout the paper.) The

of the standard security models [18]. In this model, each
involved party follows the protocol, but they may be curious
in learning private information that they are not supposed t
learn. Furthermore, eavesdropping by outsiders (i.etigsar
not supposed to participate in the protocol) are allowed in
our model.

[1l. OT% BASED ONWIRELESSCHANNEL
CHARACTERISTICS

second stage can be divided into four steps.

Step 1.4 generates an index sequercky extracting all
indexi such thatBS,(2i — 1) = BS,(2i) (i € [1,N/2]). A
sendsl to B using a reliable communication protocaol, e.g.,
TCP. Note that, throughout this @Trotocol, communica-
tions using this reliable communication protocol newet
to be encrypted.

3This observation is valid under the condition that the timeerval

Using the problng, estimation, and quantization process between the two pairs of probe signals is more than the coberéme.

described in Section II, now we design an {Oprotocol

Recall this condition is satisfied by our @'brotocol.



Step 2. AfterB receives the index sequentéom A, B
generates two disjoint index sequendesand/;_, where
I is subject to the following constraints:

(1) |Is] = n (n is a security parameter), i.e., there are
exactlyn indices in the sequenck;

(2)Is C I, i.e., I, is a subsequence df

(3) for all i € I, BSy(2i — 1) = BSp(2i);

and I;_; is subject to the following constraints:

() [I1-s] = n;

(2 L5 C 1,

(3) foralli € I 5, BSy(2i — 1) # BSy(21).

Then B sends the two index sequencisand I; to A,
using a reliable communication protocol.

Step 3. Onced receivesly and [; from B, A generates
two sequenceg, and L, as follows: for eachn € {0,1}
and eachy such thatl < j < n,

Lm(j) = by ® BSa(2 : Im(j))v
Then A sendsL, and L; to B using a reliable communi-

cation protocol.

Step 4. After B receives thelL, and L; from A, B
computesb’S using the following formula:

b, = majority({L(j) & BSy(2- I.(5)),j € [1,n]}).

Here b, is supposed to be equal tq, the valueB needs
to obtain. (In Section IlI-B, we prove there is a high
probability thatb!, = b;.)

A formal description of the second stage is shown in
Algorithm 1.

B. Protocol Analysis

Below we show that the three requirements for’Gife
all satisfied by our protocol.

Theorem 1. Under the standard assumptions [30], [32],
[31] that the stochastic procesh is stationary and that
h(t) is a Gaussian random variable, when our {jdrotocol
is finished, for any > 0, B getsb, with probability 1 — ¢
as long as
In(%)
n 2 76127
2(q — 3)
where for anyi € I,
Pr[BSy(2i — 1,2i) = BS,(2i — 1,2i)| BS,(2i)
=q>1
Proof: Let x1 = [BSy(2i — 1),BS.(2i —
1), BSy(2i), BS,(24)]T andxz = [BS,(2i—1), BS,(2i)]"

be two random vectors. Sinde is a stationary Gaussian
process,x; and x, are both random vectors following

Algorithm 1: Second Stage of TProtocol

Input: {BSa(i)}i:Lg _____ N and {BSb(i)}i:Lg _____ N
A’s secret bits{bo, b1}, B’s secret bits

Output: B outputsb; as an estimate of his chosén
A:
I — empty sequence
foreach i € [1, N/2] do

if BSq(2i —1) = BS,(2i) then

| addiinto I

end
end
A sends] to B

B:

I +— empty sequencel; _; < empty sequence

foreach i € I do

if BSy(2t —1) = BSy(2¢) and |Is| < n then
| addi into I

end

else if BSy(2i — 1) # BSy(2i) and [I,—s| < n then
| addiinto I1_s

end
if |Is|] =mn and|I—s| = n then
| break
end
end

B sendsl; and ;s to A

A:
Lo <+ empty sequencel,; < empty sequence
foreach m € {0,1} do

foreach j € [1,n] do

| Lon(5) = b @ BSa(2 In())

end
end
A sendsLo and L; to B.

B:
by = majority({L:(j) @ BSy(2 - L:(5)). 5 € [1,n]}).

following probability. For eachi € I, we have:
Pr[BSy(2i — 1,2i) = “117|BS4(2i — 1,2i) = “117]
_ Pr[BSy(2i —1,2i) = “117, BS,(2i — 1,2i) = “117]
B Pr[BS,(2i — 1,2i) = “117]
+00 400 +00 400

(/ / //(27r)2|ccv:4(w1)|1/2'

9+ 49+ 49+ 4+

eXp{_%(ml - )" COVZ,};(GH) (g — N1)}d(4)17)/

400 +o0

PR | ernam

9+ 4+

exp{—%(wz — p2)" Cov;é(wz) (xg — p2)}dPx)
(8)

In equation (8)u1 andue are the expectation vectors of

multivariate Gaussian distributions. Now we consider the x; andxz; Covy 4(x1) andCovs 2(x2) are the covariance



matrices of random vectots; andx,. Similarly,
Pr[BSy(2i — 1,2i) = “00”|BS,(2i — 1,2i) = “00”]

q9- 9- 49— 4g-

//// 2m) |COV44 m1)|1/2

—00 —00 —0O0 — 00

exp{——(icl —p1)" - Covy, Nap) - (ep — pa) }dPz )/

q9- 49—

/ / 2 |COV22 iL‘2)|1/2

— 00 —O0

eXP{—§($2 — p2)" - Covy, Hxg) - (x2 — po)}dPx)

Since the underlying Gaussian procéss stationary, the
Gaussian distributions of botl; and x5, are symmetric.
And also note thaf, andq_ are symmetric with the mean
as the center, so we can get the following equation:

Pr[BSy(2i — 1,2i) = “00”|BS,(2i — 1,2i) = “00”]

=Pr[BS,(2i — 1,2i) = “117|BS,(2i — 1,2i) = “117].
)

On the other hand, for eache I,
Pr[BSy(2i — 1,2i) = BS,(2i — 1, 2i)|
BS,(2i) = BS,(2i — 1)]
=Pr[BS,(2i) = 1|BS,(2i) = BS,(2i — 1)]-
Pr[BSy(2i — 1,2i) = “117|BS,(2i — 1,2i) = “117]
+ Pr[BS,(2i) = 0| BS,(2i) = BS,(2i — 1)]-

Pr[BSy(2i — 1,2i) = “00”|BS,(2i — 1,2i) = “00”].
(10)

A/—\/_\\_/

By combining (9) and (10), we get that
Pr[BSy(2i — 1,2i) = BS,(2i — 1, 2i)|
BS,(2i) = BS,(2i — 1)]

=Pr[BSy(2i — 1,2i) = “117|BS,(2i — 1,2i) = “11”]

=Pr[BS,(2i — 1,2i) = “00”|BS,(2i — 1,2i) = “00”].

RecallPr[BSy(2i — 1,2i) = BS,(2i — 1,2i)|BS,(2i) =
BS,(2i — 1)] = ¢ for anyi € I,. From the wayl; is
generated, we know that
Vi € I, BS,(2i) = BS4(2i — 1), BSy(2i) = BS(2i —1).
So, for anyi € I, Pr[BS,(2i) = BS,(2i)] = ¢q. We can
rewrite it as

Pr[BSa(z : Is(])) =

wherej € [1,n]. The probability thatB getsb; is

Prlbs = b,]
=Pr[bs = majority({L;(j) ® BSy(2- I5(j)), j € [1,n]})]
=Pr[bs = majority({bs ® BS,(2- Is(j)) ® BSp(2 - I5(5)),
Jj € 1,n]})]
= BSW(2- L.(3)).J € Ln)}] > 7]

BSy(2- 1:(5))] = g,

:Pr[l{BSa(2 : Is(]))

Because the time interval between any two different pairs
of probe signals are greater than the coherence time; the
events{BS,(2 - Is(j)) = BSy(2-1s(4))}, j € [1,n] are
all independent. For each € [1,n], define an indicator
random variable

Ind; — { Lif BS.2-L0) = BS(2- L))

0, if BS.(2- L(j)) # BS(2- L())).

ThenInd,, Inds, ..., Ind, are a sequence of independent
Bernoulli random variables [38] with parameter Let
X(n,q) {Ind; = 1,57 € [1,n]}|. Then X(n,q)
is a random variable following the binomial distribution
Binomial(n, q). Therefore,

Prlb, = b,

—Pr[{BSa(2- I.(j) = BSy(2- 1.(j)),j € [L,n]}| > =

5]

=Pr{[{Ind; = 1,5 € [L,n]}| > 5] = PriX (n,q) > 7]
n 5]
_ M\ i Nn—i) 1 T\ iy \(n—i)
= > (i)q(l q) " =1 Z<i>q(1 q)" .
i=|5]+1 i=0

Using the Hoeffding inequality [23], we can bound the
above probability as follows:

Q
2

ot )13 (D)o -0

n\2
—2 1
S 1—exp(—2- ") g o (g - 5.
" (12)
Becauseq > i, we can always makér[b, = b,]

sufficiently close tol by increasingn. In particular, if we
want the propability to be not less than- ¢, then we can

1
only need to gurantee that> 2(1251))2. [ |
2
Remark. In Theorem 1 we have assumgd- % We stress
this is a realistic assumption becaugecan be controlled

by adjustinga.

Theorem 2. When our O¥ protocol is finished B gets no
information abouth; _,.

Proof: (Sketch) Let's consider the index sequence
I,_,. For eachi € I _, we have that
Pr[BS,(2i — 1,2i) = “00"|BS,(2i — 1,2i) = “017]
 Pr[BS,(2i —1,2i) = “00”, BS,(2i — 1,2i) = “017]
B Pr[BSy(2i — 1,2i) = “017]
9— 4— +oo g-—

S ] | erem

—00 —00 g4 —Oo0

1 -
eXP{—§($1 — )" C0V47411(w1) (x1 — ul)}d(4)x)/
Pr[BSy(2i — 1,2i) = “017]

(12)
Using the symmetry property of Gaussian distribution,



Again, due to limit of space, we leave the proof to the
journal version.

we get that

q— 4- +oo 4-—

The above theorems demonstrate the security guarantees

(/ / //(27r)2|ccv:4(m1)|1/2'

—00 —00 gy —O0

1 —
exp{—5($1 —pa)" Cov47i(m1) (xq — H1)}d(4)17)/
Pr[BS,(2i — 1,2i) = “017]

d— +00 400 +o0o

/] e T

—00 g4 a4+ a4

eXP{—%(ﬂCl —m)" Cov;}l(ml) (21 — H1)}d(4)17)/

Pr[BS,(2i — 1,2i) = “017]

 Pr[BS,(2i — 1,2i) = “11”7, BSy(2i — 1, 2i) = “01”]
N Pr[BSy(2i — 1,2i) = “017] '
So,
Pr[BS,(2i — 1,2i) = “00”|BSy(2i — 1,2i) = “017]
_ Pr[BS,(2i — 1,2i) = “00”, BSy(2i — 1,2i) = “01”]
B Pr[BSy(2i — 1,2i) = “017]
 Pr[BS,(2i — 1,2i) = “117, BSy(2i — 1, 2i) = “01”]
B Pr[BSy(2i — 1,2i) = “017]
=Pr[BS,(2i — 1,2i) = “117|BS,(2i — 1,2i) = “017].
(13)
Since for each € I,
Pr[BS,(2i — 1,2i) = “00”|BSy(2i — 1,2i) = “01”]+
Pr[BS,(2i — 1,2i) = “117|BS,(2i — 1,2i) = “017] = 1
we have
Pr[BS,(2i — 1,2i) = “00”|BSy(2i — 1,2i) = “017] =
Pr[BS,(2i — 1,2i) = “117|BSy(2i — 1,2i) = “01”] = =
Similarly, we can get that
Pr[BS,(2i — 1,2i) = “00”|BSy(2i — 1,2i) = “10”] =
Pr[BS,(2i — 1,2i) = “117|BSy(2i — 1,2i) = “10”] =

From the above analysis, we can see tliatgets
information about, _, from L,_,.

S5 N =
.O

Remark. Note that, a most complete proof of Theorem 2
would require the construction of a simulator (see, e.g8][1
for more information about the simulator paradigm for
cryptographic protocols) forB’s view in this protocol.

of our OT? protocol. Nevertheless, all these theorems are
proved in the semi-honest model and under the assumption
that the eavesdropper is passive. In practice, if the partic
pants of OF can deviate from the protocol, or if there is
an active adversary launching a man-in-the-middle attack,
then our OF protocol needs to be modified and improved.

IV. APPLICATION |: PRIVATE COMMUNICATIONS

In this section, we develop a method based on ouf OT
protocol that, assumingl and B both know a secret key
K, allows A to send a confidential message & Our
target here is similar to symmetric key encryption and
decryption in traditional cryptography. More preciselyg w
have (at least) the following requirements for our private
communications method:

« If both A and B use the same key, theés should get
the message sent by.

o If A and B use two different keys, the® does not
get the message sent by

o Any eavesdropper gets no information about the mes-
sage sent byl.

However, we stress that our method is only similarrtot
identical to symmetric key encryption and decryption in
traditional cryptography. The reason is that our communi-
cation model is completely different from that of traditan
cryptography and so the security model is also different.
For example, with our method, there is no ciphertext in
the traditional sense. Hence, issues like chosen plaintext
attack (which allows an adversary to see the ciphertexts for
his chosen plaintexts) and chosen ciphertext attack are not
considered for our method.

The idea underlying our method of private communica-
tions is very simple: Imagine that the keys usedAynd
B are of only one single bit, and the message to be sent is
also a single bit. In this (unrealistic) situatioa,can easily
send the message 8 by executing an O with B. In
this OT? , B’s secret bit is his key, and’s secret bithy; is
set to her message, whekéis A’s key. It is easy to verify
that our requirements listed above are all satisfied.

Of course, in a realistic scenario, the keys and the
message are much longer. So we need to extend the above
idea to multiple bits. Nevertheless, there is a pitfall that
we must avoid: If we use a straightforward extension of

However, such a proof would be too long and include too the above idea (i.e., doing an §Tor each bit of the key,
many details—in fact, even the definition of a simulator 8ssuming the key and the message are of equal length.),
would be pretty long. So, in this conference paper, we just @nd if A and B use two different keys, thef# may end up
present the most important idea underlying the proof. We 9€tting part of the message sent Hy each bit of which

leave the details about the simulator to the journal version C€orresponding to a bit position at which the two keys agree.
To avoid this pitfall, we letA hide her message using a

random mask, and then the mask is sent frdmo B
using a number of OF sessions. Therefore, il and B

Theorem 3. When our OY protocol is finishedA gets no
information abouts.



have different keys, the mask receives will be different  that, when users send their passwords through wireless
from what A sends at a number of bit positions (where links, there is a risk that the passwords may be overheard by
the two keys differ). But wher3 attemps to recover the an adversary. Furthermore, an adversary may impersonate
message using the wrong mask, the error in the recovereda base station or a password protected server to ask users
message will not remain at these bit positions; in stead, it for their passwords. Hence, it is important to consider the

will be spreaded over the entire message.

It is worth noting that not all properties of our &T
protocol are needed in the construction of our private com-
munications method. In other words, our method of private
communications can actually be simplified and optimized,
from a practical point of view. We present it in the current
form just to demonstrate the power of our Pprotocol.

Below is our method of private communications.

Let p be a prime of lengthk (wherek is a parameter)
that is well known, i.e., everybody knows Suppose that
A and B both know a keyK that is of lengthk. Recall
that the objective is to send a confidential messagé&om
A to B. Without loss of generality, suppose € Z,. The
method consists of three steps.

Step 1.A selects a mask from [0,2% — 1] uniformly
at random. She then computés= (D - M) mod p, and
sendsC' to B.

Step 2. Denote thgth bit of D by D;, and thejth bit of
K by K;. For eachj € [1,k], an OT; is executed between
A and B, where A’s two secret bits aréy, = D; and
bi-x; =1— Dj, and B’s secret bit iss = K.

Step 3. Once all thé: OT? sessions are finished3
should have obtained all bits dD. Then B recoversiM
by computingM = (C - D~1) mod p.

The above private communications method is formally
described in Algorithm 2.

Algorithm 2: Private Communications Method
Data: p,k, K; M € Z,.
Result B receivesM.
A:
SelectD from [0, 2 — 1] uniformly at random.
C «— (D - M) mod p.
SendC to B.
foreach j € [1, k] do
perform O [bx, = Dj,bi-x, = 1 — Dj;s = K]

with B.
end

B:
M= (C-D *)modp

V. APPLICATION Il: PRIVACY PRESERVINGPASSWORD
VERIFICATION

Besides private communications, our protocol can
also be applied to privacy preserving password verification
Today, password verification is still one of the major

methods of user authentication. For example, in wireless

privacy protection of passwords when we use passwords for
authentication.

In this section, we study privacy preserving password
verification, which allows one wireless device to verify the
password from another wireless device without the risk
of revealing the password. More precisely, we have the
following requirements wherB verifies the password of
A.

o If A’s password matches the corresponding password
in B’s record, thenB should accept.

o If A’s password does not match the corresponding
password inB’s record, thenB should reject.

o In any caseA learns nothing about the password in
B’s record except whether it matchdss password or
not.

o In any case,B learns nothing about’s password
except whether it matches the corresponding password
in B’s record or not.

o An eavesdropper should not learn anything about either
A’s password or the password i's record.

In the above, the fourth requirement guarantees that, éven i
B is corrupted by an adversar#, will not be able to learn
A’s password as long aB has not already known it. (Of
course, a corrupted devide might launch a probe attack,
by repeatedly requesting to do password authentication.
Nevertheless, this is easy to prevendifis required to stop
trying after a few number of times.) So the fourth and fifth
requirements together give a strong privacy protection for
A’s password. Similarly, the third and fifth requirements
together give a strong privacy protection for the password
in B’s record.

To achieve the above objective, our main idea is to let
A generatel pairs of random numbers and then execute
OT? with B. After these Of , B receives one out of
each pair of random numbers. So in total, receives a
sequence af random numbers. Clearly, there are altogether
2! such sequences, from whidB choose to receive one.
Among these2! sequences, only one sequence satisfies a
special property: The product of all random numbers in
this sequence is congruent to(with respect to a prime
modulusp). B will receive this special sequence through
these OF if and only if A’s password matches the password
in B’s record. Therefore, in order to verify’s password,

B only need to verify that the received sequence satisfies
the special property described above.

Below are the details of our privacy preserving method
for password verification.

Just like in Application I, lep be a well-known prime of

LANs, many base stations authenticate users using theirlengthk, wherek is a parameter. Without loss of generality,
passwords at the beginning of sessions. However, it is clearsuppose that each password is of lerigthiherel is another



parameter. LePass be A’s password.

Step 1.4 sends her user identity 8. Using this identity,
B finds the corresponding passwordis record. Suppose
that whatB finds is Pass’.

Step 2. Denote byPass; (resp., Pass/) the ith bit of
Pass (resp., Pass’). For eachi € [1,I — 1], A picks
two random numbersj ;, 51,; € Z, independently and
uniformly. Finally, A computes

-1
BPaSSM = (H ﬁPassi,i)i1 (mOd p),
i=1

and picksfi _pass,.¢ € Z, uniformly and independently.

Step 3. Denote by ; ; (resp.,51,:,5) the jth bit of 5y ;
(resp.,,:). For eachi € [1,1] and eachj € [1,%], A and
B execute an OF , where A’s two secret bits arej ; ;
and 1 ;,;, and B’s secret bit isPass]; let 3; ; be whatB
receives in the OF .

Step 4. For each, B puts together thé bits ; |, /3] ,,
..., B, to get an integep;. Then, B verifies that

[[si=1

(mod p).

A formal description of the above privacy preserving

method for password verification is given in Algorithm 3.

Algorithm 3: Privacy Preserving Password Verification

Data: Pass, Pass’, p, k, L.

Result If Pass=Pass’, then B acceptsA’s authentication
request; otherwisd rejects A’s authentication
request.

A:
foreach € [1,1 — 1] do
pick two random numbers i, 51; € Z, indepen-
‘ dently and uniformly.
end
ﬁPassg,l — (Hi;i ﬁPassM)il (mod p)
Pick B1_pass,,¢ € Zp uniformly and independently.
foreach i € [1,1] do
foreach j € [1, k] do
perform OF [Bo.i,;, 41,i,5; Pass{] with B. (Denote
the bit B receives byg; ;.)

end
end

B:
foreach i € [1,1] do

| Combineg; ;, 82, ...
end

if TI'_, 8/ =1 (mod p) then

| acceptA’s authentication request.
end

else

| reject A’s authentication request.
end

. Bi,1, o get3;

VI. IMPLEMENTATION AND EVALUATIONS

We completely implement our Tprotocol on two
laptops, one with Intel Core2 CPU of 2.33GHz and 2.0 GB
memory, the other with Intel Pentium M CPU of 2.13GHz
and 1001.5 MB memory. Both laptops run the Ubuntu
Linux 9.10 operating system and use Netgear WAG511
802.11abg wireless network cards. Both cards use ath5k [1]
as drivers and are configured to operate in the 802.11a fre-
qguency band (specifically, the 5.745GHz frequency band).
The transmission power is set to be 30dBm for both cards.

In order that the two laptops can communicate directly
without any intermediate relays, we configure one laptop in
the access point (AP) mode, and configure the other laptop
in the station mode. ICMP echo request packets are sent
from the station to the AP at a constant rate. Once the AP
receives the packet, it sends an ICMP echo reply packet
back to the station.

We create one monitor interface on each of the two
laptops, so that we can use tcpdump [3] to capture the
packets. By customizing the tcpdump filters, we capture
only ICMP echo request packets on the AP side and only
ICMP echo reply packets on the station side. The received
signal strength (RSS) in the radiotap header [2] is extthcte
from each captured packet. Because the transmission power
levels for both sides are identical, the extracted RSS is a
coarse measurement of the amplitude of wireless channel.
(Ideally, rather than using RSS, our experiments should
use raw physical layer complex channel impulse responses.
However, in order to perform our experiments offi-the-
shelf802.11 network cards, we choose to use RSS, just like
in [32], [26].) Each of the RSS measurement is quantized
into one bit.

As pointed out in [32], [26], large-scale shadow fading
can lead to long sequences of zeros and ones in the
extracted bit strings. Mathur et al. [32] eliminate thiseeff
by subtracting a moving average signal strength from the
extracted RSS values, while Jana et al. [26] solve the
problem using an adaptive quantization method. Similar
to [26], we also use the adaptive quantization method in
our experiments.

Our experiments are carried out in two settings. In the
first setting, the two laptops are stationary. In the second
setting, the station moves. In each setting, we measure the
RSS profiles at both sides and also the minimum number
of channel probings needed for an T The results are
presented in Sections VI-A and VI-B, respectively.

Besides the above experiments on RSS and the minimum
number of channel probings, we have also experimentally
studied the efficiency of our GTprototol. The results are
given in Section VI-C.

In addition, we have also implemented the private com-
munications method based on our {Ofrotocol. The eval-
uations of this application are presented in Section VI-D.



A. OT} between Stationary Devices -60

StatiAon
In the first setting, we place the two laptops at fixed loca- o5
tions. Specifically, we place them on two tables in a library, N
and the distance between them is 15 meters. A number of &
people are walking in the library at speeds of 0.5-1m/s, ﬁ 0
which causes variations in the wireless channel between 3 H m ‘ ! I ||;|”NH‘ U‘uh fu 1 ‘ww
the AP and the station. This environment is illustrated in % i ‘) ’\\ W ‘M M “ \”u"" i | I
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Fig. 1. The environment in the first setting.

In this setting, we first do an experiment to measure
the RSS, which lasts for 300 seconds. During these 300
seconds, each laptop sends one probe signal every 100
milliseconds. From the captured packets the RSS values Fig. 2. Measured RSS profiles—the stationary setting. Thptgon the

top shows the result for the entire experiment. The graplheatbbttom
are extracted and quantized into bit strings. Note that at gives a more clear view of the part of result for the 1500t9€t6 probes.
both laptops we have implemented mechanisms to deal with
packet losses and retransmissions, so that lost packets are
removed from considerations and retransmitted packets are
not repeatedly counted. . OT} with Moving Station

The extracted RSS sequences in the above experiment |n the second setting, we place the AP on a table, and let
are shown in Fig. 2, from which we can see that the the station move at a speed of 1 m/s. The environment of
signal strengths at the station are always greater than thehis setting is shown in Fig. 4. Because the network cards
signal strengths at the AP. The reason is that the two are set to send and receive data in the 5.745GHz frequency
wireless network cards are a little different in terms of pand, we can calculate the approximate channel coherence
signal sensitivities. The card of the AP has a noise level time according to the following equation, in whietis the

of -100dB, while the card of the station has a noise level Speed of ||ght aan is the central transmission frequency_
of -98dB. However, the absolute values of signal strengths

do not have any influence on our ®protocol because the
guantization thresholds are computed based on the local Torn-=—=—_"""_ ~52219 ms.
mean and the standard deviation of the measured RSS foo5.745-10° Hz
sequences. In this setting, we first do an experiment to measure
Next, we do a number of experiments to measure the the RSS, which lasts for about 160 seconds. During these
minimum number of channel probings required to achieve 160 seconds, each laptop sends one probe signal every 53
a certain error probability. (Here by error probability we milliseconds. From the captured packets, the RSS values
mean the probability that the received bit in an0§ not are extracted and quantized into bit strings. The resuéis ar
equal tob,.) We repeat our experiment for different error given in Fig. 5. We can see that due to the relative speed of
probabilities betweerd).01 and 0.0001, and for different 1 m/s, there are more major fluctuations of signal strengths
combinations of quantization parametersand «. Fig. 3 than in the first setting.
shows our results. We can see that, to achieve an error Next, just like in the first setting, we do a number of
probability of 102, we only need about 150 channel experiments to measure the minimum number of channel
probings whenn = 50 anda = 0.25. probings required to achieve a certain error probability.
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Fig. 3. The minimum channel probings to achieve requiredrerr  Fig. 5. Measured RSS profiles—the mobile setting. The grapthe top
probabilities—the stationary setting. The graph on thestopws the results shows the result for the entire experiment. The graph at ¢t gives

for a = 0.25 and the graph at the bottom shows the resultsofes 0.5. a more clear view of the part of result for the 1500th—1600ibbps.
tation ) . .
Office Office time. In this experiment, we choos@=50 and a=0.2,
Lab | Lab | Office and each execution of the protocol includes 100 channel
Office Office probings. Since the protocol efficiency is directly affecte
) ) by the coherence time of the wireless channel, we make
Office Office .
T, measurements for different values of channel coherence
Office Lab Office Office time. The result is shown in Fig. 7. Because the channel
oAP t coherence time is affected by the relative speed, for ease of
Office Office understanding, we also include the corresponding values of
relative speed in the figure.

From Fig. 7 we can see that our ®Trotocol can
be completed within several seconds if one participant
moves relatively to the other at a normal walking speed.
When the relative speed increases, the protocol execution
We repeat our experiment for different error probabilities ime decreases very quickly. For example, at a typical city
betweern.01 and0.0001, and for different combinations of ~ driving speed of 20~ 40 mph (8.9~ 17.9 m/s), the of
quantization parameters anda. Fig. 6 gives our results.  Protocol can be finished in less than 1 second.
We can see that, to achieve an error probabilityl ©f 3,

we only need about 100 channel probings when= 50 D. Evaluations of the Private Communications Method
anda = 0.2.

Fig. 4. The environment in the second setting

We also implement the private communications method
- described in Section IV and evaluate it experimentally.
C. Efficiency of OF Specifically, we choosé = 128 and privately transmit

To test the efficiency of our GfTprotocol, we run the  a 128-bit message from the station to the AP. We consider
protocol for 1000 times and measure the average runningthe transmission successful if the recovered message at the
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Fig. 6. The minimum channel probings to achieve requiredrerr
probabilities — the mobile setting. The graph on the top shtve results
for @« = 0.1 and the graph at the bottom shows the resultsofes 0.2.
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Fig. 7. OT% protocol execution time for different values of coherence
time and relative speed.
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time is 5.2 ms (which can be achieved when the relative
speed is 10 m/s), the total execution time is less than
80 seconds. We admit that this may not be as fast as
private communications based on traditional cryptography
However, if the transmitted message is security critical,

then we may want to consider sacrificing some efficiency
in order to prevent possible privacy violation in the future

(when the used cryptosystem is broken).
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53.0 13.05 746 522 402 326 275 237 209
1 4 7 10 13 16 19 22 25

Coherence time (ms)
Relative speed (m/s)

Fig. 8. Execution time of private communications method ddferent
values of coherence time and relative speed.

VIl. RELATED WORK

As we have mentioned, our work is motivated by the
previous works on key agreement using wireless channel
characteristics. In [33], [4], it is shown that secure key
agreement can be achieved using the correlated information
between two wireless devices as long as they share an
authenticated channel beforehand. In [22], Hershey et al.
propose a key agreement protocol that extracts secret bits
from phase differences of continuous waves. After that,
many other methods [21], [40], [5], [30], [45], [6], [32],
[39], [26], [34] are proposed to enhance the security and/or
improve the performance. In particular, Li et al. [30]
propose a set of wireless security mechanisms, including
wireless channel-based authentication, key extractiah an
key dissemination. In [6], Azimi et al. propose to achieve
key agreement by quantizing the deep fading in mobile
radio channels. The technique of information reconcilia-
tion [9] is used to make the extracted keys consistent, while
privacy amplification [7], [24], [10] is used to remove side
information leaked during information reconciliation.

Recently, Mathur et al. [32] propose a very practical
method for secret key extraction from an unauthenticated

AP is the same with the message sent by the station. Wewireless channel. They design a level crossing algorithm fo
try transmitting 50 messages in our experiment and all of achieving key agreement between the protocol participants

them are successful.

Their method is resistant to spoofing attack. To improve

The efficiency of our private communications method is the secret bit rate efficiently, Jana et al. [26] design an
illustrated in Fig. 8. Again, we make our measurements adaptive and multi-bit quantization method for secret bit
of the execution time for different values of the coherence extraction. They do extensive experiments under a diver-
time. From the results we can see that, if the coherencesity of environments and make comparisons among them.
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In [34], a high rate uncorrelated bit extraction scheme is considered a crucial step towards buiding wireless segcurit
proposed, which further improves the efficiency by using systems that do not rely on computational assumptions.
fractional interpolation, de-correlation transformatiand In terms of security, our OfTprotocol and its applications
multi-bit adaptive quantization. Another recent work by Ye are secure in the semi-honest model, and under the assump-
et al. [44] presents improvements in both efficiency and tion that there is only a passive eavesdropper besides the
generality of channel state distributions. protocol participants. We leave the consideration of fully
While the aforementioned works are on key agreement, malicious model and/or active man-in-the-middle attack to
our work is on oblivious transfer (OT), or more precisely, future work.
OT? . OT is a fundamental cryptographic tool that has been

used in constructions of many complex cryptographic pro- REFERENCES
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