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Abstract— In a mobile ad hoc network, tracking protocols need over the network is hard, let alone doing it in a bandwidth-
to deal with—in addition to the mobility of the target— the efficient and distance-sensitive manner. We address tiede ¢
mobility of the intermediate nodes that maintain a track toward lenges for tracking in MANets with our MDQT (Mobility-

the target. To address this problem, we propose the MDQT s .
(Mobility-enhanced Distributed QuadTree) tracking framework. enhanced Distributed Quad-Tree) framework. MDQT provides

MDQT employs a static cell abstraction to mask the mobility of ~ €fficient location updates as well as distance-sensittenty.

the nodes and provide the illusion of a logical static network Our simulation results show that even at very high mobility

overlaid on the mobile network. MDQT implements this virtual speeds (50 meters per second), low update rates (1 update per

static network layer in a lightweight/communication-free manner second), and 100% node mobility, the success rate of MDQT

by exploiting the soft-state principle and the snooping feature of tracki y b 85% and the | ' . h h

Wireless communication. racking is above o and the atengy is not muc Worset.an
Using simulations, we study the effects of the mobility speed that of static networks. We summarize the key ideas behind

and the percentage of mobile nodes on the performance of our the success of MDQT next.

MDQT framework. We find that even at very high mobility To implement MDQT, we provide an efficient implemen-

speeds (50 meters per second), low update rates (1 update pefation of a staticcell abstractionto mask the mobility of

second), and 100% node mobility, the success rate of MDQT . . . . s
tracking is above 85% and the latency is comparable with that the nodes .and present an |Ilus!or! of a. logical static .net
of static networks. work overlaid on the MANet. This is achieved by mapping

mobile nodes that fall within a geographic area (cell) to
l. INTRODUCTION model avirtually static node[7] for that area. We usiose-
synchronizationamong the mobile nodes to implement this
Location tracking problem is of great importance in surveilirtual static node model in a lightweight manner. In faat, i
lance, security, and information systems. Most of the workur implementation, nodes in a cell do not explicitly cooate
on tracking focus on an environment where all the nodes aitall, and the maintenance of the virtual static node iseaetul
static and only the target node is mobile [4], [5], [17], [20]in a communication-free manner. In this loose-synchrditna
Even for this static network setting, the tracking problesn iapproach, new nodes catch up with the state information of
nontrivial. Flooding based solutions are unscalable ag thether nodes opportunistically by snooping ongoing wirgles
impose a large control traffic overhead and devour the n&twdsroadcast communication.
bandwidth [14]. Centralized solutions where location égeer  Armed with this overlaid static virtual node layer, we adapt
are answered from a central basestation node are undesiralir earlier work on distance-sensitive tracking [6] in Vifes
performance-wise since they violate tlkstance-sensitivity Sensor Networks(WSNs) to the MANet domain to embed
property: the querier may be closer to the target, but y#t st hierarchical in-network tracking structure over the uait
have to communicate all the way to the central basestatigrode layer. In order to maintain the tracking information fo
Furthermore, distance-sensitivity is required even farex- the targets in a lightweight manner, we employ the sofiestat
ness of the tracking application as it has been shown thatechanism [9], [15]. Periodic location updates advertisgd
for satisfying optimality constraints, the latency with sl the targets refresh and keep-alive the tracking informatio
an interceptor requires information about the intrudersit higher layers of the hierarchy, and the stale tracks arevetho
tracking depends on the relative locations of the two: thea@l by timeouts automatically. The advantage of the soft-state
the distance, the smaller the latency [3]. To achieve digtan approach is that it obviates the need for explicit messages
sensitivity, a distributed location lookup directory nedd be for handouts among nodes and for removing old tracks, and
implemented to provide the location of the tracked node teence leads to a simpler and more robust system. We further
any querying node in the network [1], [5], [6]. optimize the update frequency of our soft-state based track
The tracking problem becomes most challenging in thmaintenance by devising aimtermittent update forwarding
Mobile Ad Hoc Networks (MANets) setting, where all themechanism, which enables higher level nodes in the hieyarch
nodes may potentially be moving at any time. Since the update with exponentially less frequency than those at th
intermediate nodes that maintain the tracks to the targeét dower levels. Our simulations show that in dense MANets,
that relay protocol messages are also allowed to be mobibey loose-synchronization and soft-state based implestient
maintaining a distributed location lookup/tracking dieey achieves good scalability in creating the illusion of aistat



logical overlay to the face of high mobility speeds and low | ooo| oo1| oto| o1t| 100| 101| 110| 111
update frequency. |
Another key idea behind the success of MDQT tracking | %92 ;gpi& 012} 013 102} 103 1%/ 113
is the query-forwarding mechanism used for dealing with 0201 om Naso | s 1 201 122 1301 131
the target misses at high speeds. In the high mobility speed \ / i i
setups a query may arrive to the location indicated by the | 5| 03| 032 \Q{% ‘?2/ 23] 132 133
tracking structure but the target may have moved away from
there in the meanwhile. To address these cases, the query 200| 201| 210| 211| 300| 301| 310| 311
forwarding mechanism prescribes restarting the query from VA AN
this new location, by leveraging on the distance-sensijtivi 202 203 V 213 | 1302N303 | 312} 313

of the MDQT lookups. The idea here is that, since the
220 2211 230| 231 | [320| 3210 339| 331|, E

new location is closer to the target than the original query b aq AR
location, the forwarded query succeeds with higher prdibwabi 223/ 22# 232 | 233] 322| 323 ‘332 133
in finding the target. S
Contributions. Our main contributions in this paper are as
follows:
« We provide a distance sensitive target tracking service,
MDQT, for fully mobile networks.

Fig. 1. MDQT coding with 3 levels

. NW, NE, SW and SE partitions. As such, each smallest
« We present a loose-synchronization based approach for.... " . . . . . o .
N . . . artition is assigned an ID which uniquely identifies a regio
maintaining a virtual static cell abstraction for MDQ : . . .
Each sensor node can calculate this logical ID given its

?nvaer:r;[gf physical mobile nodes in a communication-fr 8cation(x,y)(E.g, via GPS). We use this addressing scheme

: : ncode the location information of a node in DQT. Figure 1
- We prese_nt a soft-state |mplementat|on of the MDQﬁlustrates the addresses of the nodes in a partitionedmegi
lookup directory to keep the tracking framework

liahtweiaht and simole with 3 partition levels.

Vse rO\Q/’ide an ex [()arirﬁental spectrum studv. analvzi DQT maintains a minimal structure. The implication is that
* P P P Y, anayzINHle construction of structure is local and does not requise a

the performance from low speeds and few mobile nodes

to high speeds and all mobile nodes. We show thc?mmum_gatmq at aII_. In each level of partition, a cell (gsle
evel partition) is assigned as clusterhead of the cormdipg

igi p%i:f?;r?sgcn?o%?l%;ag;ggg,Ognl\;?Sngtlssg;iiie\jglt\éVI,:E%gion. The clusterhead at each partitio'n is staticallygassl '
percentage of mobile nodes. to k_)e the _clo_sest ceII_to the geogrr_:\phlc center of the entire
. We enhance the wireless sensor network simulfg9ion: THiS is to avoid backward links between parent and
tor Prowler to enable support for node mobility.Ch”dren' For example, in I_evel 1 partition, c_eII 003 is stbel
Information about this enhancement is available & clusterhead for 00 region and cell 033 is selected as level
http://ubicomp.cse.buffalo.edu/mdat. 3 clusterhead. A.ceII may belong to dlfferer_1t levels in the
, ) __hierarchy depending on its location. If a cell is a clusteche
Thg rest of the paper is organized as foIIc_>ws: Sect|0n_ & level k, it is also a clusterhead at all levels less than k.
describes the MDQT framework. We discuss implementation DQT is originally designed for static sensor networks, in

considerations and tuning of parameters in Section Ill.- Set'ﬂis paper we embed DQT over MANet by using the static

tion IV presents the simulation results and shows MDQT’EeII abstraction mentioned in the Introduction. For the ofs

perfor_mance in diverse _mOb,'I'ty en'vlronments.. we d's_cu?ﬁe paper, we investigate the new problems that arise due to

optimizations and extensions in Section V. Section VI regie node mobility in tracking applications

:Ee relat_ed resiarlg_h a}lnd shows r;O\éV I\:ll? QT com_parses t\.N'th\NhiIe adapting DQT to mobile networks, we select the cell
ese prior work. Finafly, we conciude the paper in Secliof);¢ 1o pe less than half of the node communication range (as

Vil in GAF [16]) in order to ensure that a node in one cell can
Il. MOBILITY-ENHANCED DISTRIBUTED-QUADTREE reach any node in neighboring cells. This selection enaldes

Here we first describe the DQT structure that MDQT is buifP use ad hoc routing among cells, which is more suitable for

on, and then introduce MDQT operations for location updaMANets' (The ad hoc routing among cells is discussed later

and querying. Finally we discuss how the cell abstraction ' Section IlI.)

maintained as soft-state. B. Location updates

A. DQT structure The target location update event is disseminated following
MDQT is built on our previous work DQT [6], which the logical MDQT hierarchy. Once an advertisement message

overlays a virtual grid in a field as shown in Figure 1. The fielceaches an intermediate cell in the hierarchy, it is forwdrd

is partitioned hierarchically, each partition divides giom into  upwards to its parent until it reaches the root (Figure 2).

4 sub-regions, which are encoded as 0,1,2,3 correspondbifferent forwarding mechanisms are possible. An immediat
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Fig. 2. Location update causes update of track path: higivet tells update Fig. 3. MDQT uses query forwarding to track targets.

the location information less efficiently.

C. Tracking

forwarding strategy forwards the message immediately afte Once a query is started from an initiator, it is forwarded to
cell receives a message. It is effective, but includes usmecits immediate parent, and the process continues until finall
sary overhead, because some updates may not be needed iftth¢arget’s track is found. The query is then pushed dowtwar
target moves back and forth in the same cell. Another methddowing MDQT hierarchy until it reaches the target. More
Incremental forwarding strategy-forwards the messagg ibnl specifically, when a node receives a querying message, it
the update causes change of the tracking path upwards. If gegforms the following:
target moves inside a cell, nodes inside that cell updatEs th , |f the cell has no clue of target’s location, it forwards the
location information as usual, e.g., timestamp of the @cor  query to its parent cell. If the query has already reached
However, high level clusterheads are unaware of these local the root, yet the root has no clue of the target, it returns a
changes. Only if the target passes through cell borders, thi  failure. A failure may be caused by the incorrect receiv-
update will be forwarded upwards. This way the forwarding ing of messages during forwarding, missing update of
traffic are reduced because an advertising message stops at|ocation advertisement, or highly dynamic node mobility.
a certain level, however, this causes a problem in mobile, |f the cell has an advertisement of the target, it points
networks: nodes at high levels may move out of their cells the query to the corresponding child from which the
and new nodes moving in are unaware of the event due to the advertisement is last received.
“shield” of low level cells, which in turn leads to failures i, If the query reaches a bottom level of cell, but it finds
tracking. out that the target is no longer there, it waits for certain
To compromise the overheads in “immediate forwarding” period of time, then performs a query forwarding.
and the deficiency in “incremental forwarding”, MDQT uses Query forwarding is an important part of the MDQT track-
the “intermittent forwarding” approach. Here intermediating process. After every forwarding, a query message isclos
clusterheads forward their events for each predefinedgefio to the target than before, which in fact is the essence of our
time. In contrast to “immediate forwarding”, in which clest tracking algorithm. Although the query may fail to find the
heads at various levels immediately forward their infoliorat target at one round, the target is located somewhere not far
to their immediate parents, here cells follow their own updaaway, and the forwarded query message is more likely to hit
frequency. Higher level clusterheads update less fretuenthe target within a few hops. Figure 3 illustrates how query
while at lower levels, updates occur more frequently. This forwarding can keep tracking the target effectively.

helpful in balancing the load and reducing traffic colligdo- Tracking results can be replied back to the querying node
ward MDQT roots as well. We choose the updating frequeneyrough reversed searching. This operation is symmetric to
at every level i as: the searching of target, hence we do not include it in our

discussion and implementation.

fi=f1/2070 D. Loose synchrony

To maintain the data consistency in a cell, the previous
The reason for this selection is that a clusterhead covem®bile tracking frameworks VINESTALK [13], GLS [12] and
two times length of its children in each dimension, and d3GRID [14], used strict synchronization, where when a new
a consequence, it is approximately two times less sengiivenode enters a cell requests for the state information ot#ils
node mobility than its children at each dimension. This causes extra overhead and consumes unnessary network



bandwidth when all hodes are mobile. We observe that suicly energy aware routing [8], [18] and geographic roﬁlting
strict synchronization for the nodes is not necessary as[iD], [11]. These work need to maintain clusters or neighbor
is sufficient for one node in a cell to respond to a queriist information, however node mobility results in contous
while other nodes catch up opportunistically. Consideringpology changes and maintaining neighbors table infdonat
the constant changing of topology in our model, the loose very costly for high mobility environments. Instead MDQT
synchrony approach is most appropriate because it avoids exoutes messages in an ad hoc fashion using “polite gossip”.
traffic in high mobility circumstances where a lot of nodetn this approach, all the nodes in the cell may intend to
move in/out cells. act as a relay and forward a received message towards its
In MDQT, we loosely synchronize the state of nodes in eactestination. However, nodes select a random backoff time,
cell through snooping the location update event by utifizine and are allowed to relay the message only after this backoff
nature of wireless broadcast communication. More spetiificatime. If during the backoff period, a node hears any other
1) when a new node enters a cell and detects an event/quesge in the cell forwarding the same message, the node
forwarded/replied by neighboring nodes in the same cel, thsuppresses repeating this message and removes the messag
information is inserted as if the event has been advert®ed,from its sending queue. This way nodes in the same cell
when a record reaches its lifetime, it is deleted, 3) whencaordinate implicitly, and as a result, duplicate messagels
node leaves a cell, the data associated is dropped. are reduced, if not completely avoided. Below, we show that
Of course, such lightweight implementation trade-offs th&ith careful design of application layer backoff timers, vamn
possibility of failures. Transient data inconsistenciezuw reduce such collisions to an acceptable level.
when all the nodes holding the data move out of a cell, while As mentioned before, MDQT querying operation consists of
those newly joined nodes do not have any clue of the datwo phases: an “upward” phase and a “downward” phase. At
In this case, the nodes simply forward the query to the pareRe “upward” phase, messages are forwarded to higher level
cell for a resolution. If this happens at the root, it becorescells until they find the track of the target; at the “downwiard
failure. Other reasons for failure are: a query is forwartted phase, messages are passed down to the leaf cells untithe re
an empty cell; a query message is lost due to collisions; @irget is reached. MDQT Routing is performed as follows: If
the number of query forwarding exceeds the maximum limifhe forwarding destination (e.g., to its parent) is a netghiy
E. Overhead analysis cell, the node sets the next hop exactly as the destinafitre |

We analyze the overhead and efficiency in this section. Oflﬁ)lrwarding destination is not within one hop distance, il c

model considers & leveled MDQT field that consists of calculates next hop locally by taking advantage of MDIDT
nodes randomly distributed properties. The next relay hop is selected as the closegnei

Indexing. The expected location indexing message Ovegiring cell to the forwarding destination. Therefore mgsesa

head isO(sqrt(n)). This is because each advertisement nee low a cell level shortest path. The resulting routing tpat
to travel O(2/2) hops, and = log(n). IS similar to geographic routing in a sense that they both

follow a relatively short path. Nevertheless, MDQT routisg

Querying. Assume that the target is distance away from ! . _ : <l i
the tracking node and moves at speedhe cost for a query more lightweight and superior to geographic routing in n@bi
figtworks as it does not require maintaining a neighbor list

to reach the target given the assumption that message goutiry". oS : )
follows shortest path in message delivery is: during each move, WhICh is very costly or even impossible
for some high mobility environments.
s(d + vt)

wheret is the delay from the query message being initiate®. Backoff timer-Application layer

to reach the target, andis the distance stretch factor. Stretch ) )
factor measures distance-sensitivity and implies thatctmt 1 Nere are two types of backoff timers in our model- a default

of answering a query for an event should be at most a constg™A backoff timer and an application layer backoff timer.
factor “s” of the distance “d” to the event in the network. Wi hese two timers perform different functions in our model:
cannot guarantee distance-sensitivity for each query dueﬂ?e default CSMA backoff timer is for reducing collisions

the hierarchical boundary issue, however we achieve digtan@nd @pplication layer backoff timer is used for suppressing
sensitivity on average. Our simulation results confirm th{§i€ sending of duplicated messages. The application layer

claim. Later in the discussion section, we introduce anieffic Packoff timer should be carefully designed to reduce messag
method to handle this multi-level boundary problem. dupl!cat!on and conf_llcts in routing. Le¥oy, denote the
Space overhead Since each node can be at any level igPplication layer maximum backoff time. If there atenodes

the hierarchy, the space required for each nodé (g m), within the same cell, th_e joi_nt prob.a.bility of bac_kpff time
wherem is the number of targets in the field. p(t1,te, ..., t,) can be written in conditional probability:

Ill. | MPLEMENTATION
. p(t17t27 7tn) = p(tl/t27t3> tn) *p(t27t37 7tn)
A. Routing

Here we present the MDQT routing protocol. Many worki’he probability that the reskh — 1 nodes can hear the
have been done in routing from different perspectives bhclufirst node’s transmission and disable their own transmissio



attempts is:

Tapp_Tang Tapp
0 t1+Tmsg

The result of this integration is:
Tmsg )n
TGPP

Using this formula, we can sédf,,, appropriately according

to system requirements. For example, assuming there are two

nodes sharing same MDQID on average and the duplication
of sending is less than 10%, the application layer backoff is

/p(tl,tQ, ...,tn)...7dt2,dt1

P=(1-

Tupp = 20 % Ty

C. Setting of soft-state parameters

One advantage of our framework is the tunability of the
parameters to achieve better performance in querying cost,

TABLE | 5
PARAMETERS FOR SIMULATION

Topology update frequency 15/s

Data lifetime¢;) 10s
Advertisement frequency() 1/s

Query frequencyy,) 0.22/s
Forwarding delayfy) 1s
Application layer backoff(,,p) | 0.3s(max)
Mobility waiting time 0-1.5s
Average density 4/cell

Cell size 100m
Transmission range 250m

event table corresponding to the particular EventID. It
is flushed once the event information is updated through
advertising. A query message avoids looping back to its
child node on witnessing the same querying MessagelD
as itself.

energy and fault rate. The coétincludes querying cost andIn the following we show how to tune the advertising fre-
indexing cost. We analyze parameter constraints and shaw hguency to minimize the overhead. The cdst of query-
to reduce the cost by adjusting advertising frequency. Ve usg/advertisement within period’ is:

the following notations in this discussion:

» The source node queries the target at each integvahd = L

the target node advertises at eaghperiod.
« The average distance(in hops) between the querying ndd

T T
*'da'5a+*'pf'ta'vt'5f

T
*'dq‘sq'(lfpf)JFt ;
q a a

gorder to optimize advertisement timer, we assume that the

and target isd, and the average distance for everf€W interval becomes - ¢,. With the same assumption, the

advertisement igl,.

« The stretch factor s used to measure query-~ _

ing/advertisement distance sensitivity implies tha
the cost of the querying/advertising task is resolved
at most constant factor of the distancel to the target
interested.s, is the stretch factor for querying tasks
and s, for advertisement tasks. In MDQT, a query is

cost becomes:

T
~.d

T
: .da.sa+f.pf.)\.ta.vt.sf
q

T
Aty ty

g Sq-(1—pg)+

the goal is to choose an appropriatéo minimize the target
function:

A = argmin(C — C)

forwarded at the missing point in order to catch up witfThe result of) is achieved by following:

the moving target eventually. So is used to represent
the stretch factor of such forwarding effort angis the
forwarding waiting time.

Suppose with the target moving speed p; percent of

)\:1+tq.d—a.sa
2 2-pf-ty-vp- sy

IV. SIMULATION

querying requests need forwarding. We can obtain following we evaluate MDQT performance and mobility behavior

observations:

in Prowler. Prowler is a discrete time, event-driven wissle

« The overall stretch factor can be approximately expresssensor network simulator. We enhanced Prowler such that it

as:

S=8q'(1—Pf)+Pf'8f'd*
q

d can support node mobility. In our enhanced version, nodes’
f positions are refreshed at each topology update interval.
The network consists of 256 nodes, uniformly placed with

« The forwarding waiting timet; should be carefully 100 meters spacing initially. We implement a 4-level-MDQT
chosen. Ift; is too short, the forwarding message willstructure for tracking where MDQID is achievable in real

keep bouncing in the false positive loop, causing largéme for each node. The transmission power is set to cover
overhead and wasting energy; whilgis too long, it not neighboring cells, thus all nodes in neighboring cell are

only introduces more latency but also more likely to misteachable via single hop. The target node is placed at the
in next round. Therefore: corner initially and the tracking node is placed randomly at

the beginning of each experiment. We investigate the impact
of different mobility scenarios using the following mesic

Although setting oft; and ¢y largely reduces traps, we « Success Rate. Success rate is used to measure the re-

to <ty <1

avoid traps by performing loop detection/cancellation on
receiving each querying message as well. Each query
message has a unique MessagelD, which is stored in

liability of MDQT tracking scheme with node mobility
and possible message collisions. A tracking is considered
successful if the querying message finally reaches the
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A. Target mobility only

target. Here we only allow at most one query forwarding !N this experiment, all nodes are static except the tardes. T
in our simulation. target is located in the northeast corner at the beginniripeof

. Average hops. Average hops measure the expected caiipulation and follows random way point mobility model. The
munication cost for the querying of target. In order téluerying node is placed somewhere around the center of the
measure the cost, each query message contains a segifignlation area. We compare MDQT with centralized tracking
indicating how many hops it has experienced. solution, where both location updates and querying areitjre

. Latency. Latency is an important performance measuréent to a centralized server (we set a root cell as centdalize
ment especially for time-critical applications. It is meaServer), and polite-flooding scheme over logical cell layer
sured from the starting of a message until it reaches tHe polite-flooding scheme, the location event is flooded to
target. Failure cases are not counted in calculation. ~€very cell, and a query is forwarded to the target directly.

« Forwarding rate. Forwarding rate measures the fraction offigure 4 shows the success rate for different schemes with
querying that are resolved through in-network forwardingjifferent target mobile speed. As comparable to GLS, MDQT
operations. Of course, low forwarding rate is desired 48aintains more than 98% percent of tracking success rate

each forwarding causes extra delay and communicati§gsPite of the target movement speed. With aggressive -updat
cost. ing, GLS and MDQT performs similarly for static networks.

Nevertheless, the centralized approach is greatly afielbte
Every experiment is repeated 10 rounds with 500 secon@sget mobility speed. This is mainly due to the increasing
in simulation time for each round, and metrics are calcdlat®f hops and longer delay it travels before a query forwarding
in average. The settings of parameters are listed in Tablerdaches the server, which leads to more failures for higher
Node movement follows random waypoint mobility model: apeed targets. Polite-flooding based tracking scheme bghav
node randomly selects a point in the field and moves towagsien worse due to the longer delay and more collisions (J-ig.6
that position with a certain speed; when it arrives, the nodeThe results in Figure 5,6,and 7 can be explained as follows:
waits for certain period and selects next waypoint. Theingit the average number of hops for tracking a mobile target
time in our simulation is set to be randomly in range [0-1.5hcreases approximately linearly with the increasing ofj¢a
seconds. speed (Fig.5); this is mainly because of the linear incrdaroén
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query forwarding that the system spends to catch up with thian static networks mainly due to: 1) mobility increases th
target (Fig.7), which in turn causes the increase of averag@bability of node isolation and message loss is moreylikel
delay (Fig.6). The increasing of forwarding rate and delay happen when the querying node moves to edges of the
is approximately linear with respect to mobility speed. sThigrid (due to the fact that the network tends to be sparse at
is because the message is more likely to miss the targelges with random waypoint model); 2) mobility increases th
with higher mobile speed, and the miss of target results jrobability of data inconsistency in a cell. Here the indens
more querying forwardings, hence the increasing of delay atency refers to the cell emptiness or that although nodes, exi
average hops. they hold incorrect information. Figure 9 shows the cotieta

The reason we only see slight differences between MDQjetween success rate and mobile speed: high speed leads
and centralized tracking in Figure 5 and 6 is that those ®trito low success rate under the same network configuration.
are calculated only on those successful queries. With thgwever, after comparing Figure 8 and Figure 9, we observe
increasing number of levels in cell partition, we can expegat the success rate is more sensitive to the percentage of
larger gap in those performance metrics. mobile nodes than the mobile speed, because query forvgardin
partially improved success rate. Nevertheless, even uader
very highly dynamic circumstance (high mobile percentage,

An important part of our experiment is to evaluate thbigh speed), the tracking success rate remains above 85%.
MDQT performance for fully mobile networks, where every Figure 10 measures the cost (in average hops) of tracking
node is able to move. We use the same initialization topologyder mobile node percentage. The average hops increase ver
as section A but vary the percent of mobile nodes. Again, stowly (almost negligible) for each particular mobile sgee
ease comparison, we measure the same metrics under randatim changing of mobile node percentage. This is mainly due
waypoint mobility model for the querying node in everyto the soft-state nature of MDQT structure: mobility does
experiment. We evaluate the performance using a spectraot change the cell logical hierarchy. On the other hand, the
analysis from low mobile speed to high mobile speed armbst is proportional to the mobile speed (Figure 11): high
scale from static networks to fully mobile networks. speed increases the probability of query forwarding, hehee

We can see from Figure 8 that failure increases whaverage hops. This also validates our analysis that dueeto th
more nodes become mobile. The success rate is much lowttic cell layer, the cost is proportional to mobility spebut

B. Fully mobile networks
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C. Multiple Targets

. N . All the experiments till this point only consider one single
insensitive to the amount of mobile nodes. target. The extension to multi-target tracking is strafight

Figure 14 and Figure 15 illustrate the forwarding rate und@fard: MDQT treats every target as a distinct type of event,
different configurations. The forwarding rate increasearlye Which is stored in the cell hierarchy. Hence tracking of
linearly with the increase of mobile speed, however, it Esle€ach target uses the same strategy. To show scalability of
affected by increasing the percentage of mobile nodes. TRAPQT in multi-targets applications, we present simulasion
is the reason we see some intersections in Figure 15 whiafigh multiple targets in Figure 16. We set 40% of nodes to be
the mobile node percentage differs slightly. Meanwhileg tHmobile and the mobility speed is about 25m/s.
increase of the forwarding rate is the cause of the increbse oAs shown in Figure 16 the success rate is impacted slightly,
the cost as well as tracking delay. while the delay, average hops and forwarding rate remain the
Tracking delay (Fig.12) also demonstrates great res&iensgme for mul_tlple targets. Note_th_at we use _Prowler-a WS_N

ith { 1o mobile. node percentage: it is less affected %lmulato_r, which .has ext.remely I|m|teq bandywdth and low bi
ngre;essirﬁ)eihe ercentage of?nobile n%d-es than mobileysa eae radio. The increasing of bandwidth will greatly reduce
For examgple vSith spee?j 10m/s, the increase of mobile Eot transm|55|or'1 Qelay and INCTEASE Success rate due tw 1.) t

tage f;om 10% to 90% on'I adds to several hundred ﬁlﬁ?e for transr_mttmg messages 13 reducgd; 2) _the apptioati
Fn?lrlicseencogds The Iaroge varir:nceyof delay with same speedj%ger backoff timer can be lowered. Our simulations show tha
caused by the randomness of backoff timers and relatively QT is scalable to node mobility for tracking applications
small number of repeated experiments. Again, the average
delay increases nearly linearly with the rise of mobile spee
(Fig.13). To sum up, MDQT is sensitive to mobile speed: high Does mobility always make things worseMDQT ad-
speed results in more chances of query forwarding and thidresses mobility by introducing the static cell abstractmd
higher cost and longer delay, and MDQT is less sensitive maasks the impact of node mobility within a MDQT cell. Inter-
mobile node percentage due to cell abstraction and sdé-steell mobility is handled by query forwarding techniques at
nature. the failure position. While the sensor node mobility causes

V. DISCUSSION
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by applying a boundary-aware solution. To keep the bou?]dary
solution lightweight, we only need to focus on the most
10 problematic cases—deep boundaries: for instance, onlyeif t
boundary is level two or above, we query the neighbors across
s~ —+*—————+ the boundary before starting the query forwarding process.
Handling node failures. Based on the scales of failure,
node failure can be classified as single node failure andréail
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) Numbor of Targete o) Number of Targets of one or more _cells. S_lngle node failure is neglectable in
MDQT, while regional failure may cause routing and storage
14 08 failures. Emptiness of a cell due to node mobility has simila
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impact in the system as regional failure. Some techniques, f
instance, cell by-passing, or right-hand-rules as in geulgc
routing, might be helpful. The study of MDQT performance
against node failure is left for future work.

Optimizations. So far we have not tuned the parameters
for optimization. In our experiments, all parameters are se
2 3 4 5 2 3 4 s statically in Table I, and it is easy to verify that the segtin
(€) Number of Targets (&) Number of Targets conforms to those constraints mentioned in section Il ahd Il
The settings can be tuned according to different optinorati
purposes: for example, if the purpose is to improve the track
success rate, higher advertisement frequency is desifed; i
overhead in maintaining the soft-state, sensor node mpbilf"€ dueries become less frequent, we can reduce advertising
also brings following benefits: frequency and increase data lifetime to reduce communpicati

overhead.
o Load balancing. MDQT is a hierarchical mobility man-

agement framework, high level clusterheads handle more VI. RELATED WORK

traffic than lower level cells. This causes load balancing e archical approaches have received considerable-atten
issue for statlp_ne_tworks and this happens to be aIIewatE?gn in MANets [2], [5], [13], [16]. Most of these work
by node mobility in MDQT. are focusing on data processing and routing in static or low
» Information dissemination. When a node moves from o, ;i networks. VINESTALK [13] is a recent algorithm for
one cell to another, it may carry some information frong»cying objects in MANets. Each node is associated with a
the old cell. Sych mformann can be .used for tracking 4 ,q| Stationary Automata(VSA) [7], where detected egen
For example, if a querying does not find the target at @q stored. Tracking path is thus maintained by VSAs instead
certain level, nevertheless it may learn from a node newly o1 nodes. The cost of finding a mobile object distance
moved from a neighboring cell that the target is locatedl 55y takeO(d) and updates to the tracking structure of
somewhere a short time ago. To utilize this mformauonvingd distance take)(d + log network diameter). MDQT
we may consider forwarding the query directly to thal} , as similar idea of “vi "
place, reducing the communication cost by preventing .oy byt is lightweight both due to the local construction
propagation of messages to high level parents. of cells and due to the soft-state information maintenance.
Reducing tracking failures. The tracking success rate inin contrast to VINESTALK where nodes simulating a virtual
MDQT is related to factors such as mobility speed, percentagode have to perform consensus over every input/outputeof th
of mobile sensor nodes, traffic load, as well as MDQT specifidrtual node, we observe that loose eventual synchrony can
parameter settings for instance location publishing feeqy. be sufficient for nodes in a cell for the tracking application
Those settings should satisfy the constraints we mentiomedWe observe that it is sufficient for one node in a cell to
section Il to achieve better performance. We can apply immeespond while other nodes catch up opportunistically. By
diate forwarding strategy in location update to improvecess adopting this loose eventual synchrony approach, we gef awa
rate by spending more energy and space. The selection of edthout the strict replication, synchronization, and detency
size also influences the tracking performance—propensgetfi requirements in VSA [7]. Since we avoid explicit update
cell size depends on the node density and transmission.rangessage exchange operations, our soft-state cell alstract
We set MDQT cell size so that every neighboring cell can he lightweight and simple to implement.
reached via one hop similar to GAF [16]. Another closely related work to MDQT is Grid Location
Handling hierarchical boundary issues Even though Service(GLS) [12]. GLS is a scalable and distributed |azati
MDQT achieves distance sensitive latency in average, thervice structure which divides the global map into hidvaal
worst case scenario suffers from hierarchical boundades.grids with increased size at high levels. It selects locatio
small move of the target may lead to many extra hops 8ervers at each level based ast greater IDrules. Queries
tracking and introduce very long delay. This can be improveate forwarded in the same rule by checking location tables.
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Fig. 16. Tracking performance with multiple targets



However GLS results in extra overhead because: 1) GIMANets. In our future work, we will study the impacltoof
periodically broadcasts HELLO messages to maintain thie talmode density and node failures on MDQT performance using
of neighbor information such as IDs, locations. 2) Undehhiga spectrum of dense to sparse MANets.
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