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Abstract

This essaycontinuesmy investigationof “syntacticsemantics”the theorythat, paceSearles Chinese-
Room Argument, syntax does suffice for semantics(in particular for the semanticsneededfor a

computationalcognitive theory of natural-languagaunderstanding). Here, | argue that syntactic
semantics(which is internal and first-person)is what has beencalled a conceptual-rolesemantics:
The meaningof ary expressionis therole thatit playsin the completesystemof expressions.Sucha

“narrow”, conceptual-rolesemanticss the appropriatesortof semanticto account(from an“internal”,

or first-personperspectie) for how a cognitive agentunderstandsanguage. Somehave arguedfor

the primagy of external, or “wide”, semanticswhile othershave argued for a two-factor analysis.
But, althoughtwo factorscan be specified—ondnternal and first-person,the other only specifiable
in an external, third-personway—only the internal, first-personone is neededor understandindnow

someonainderstandsA truth-conditionalsemanticganstill be provided, but only from a third-person
perspectie.

Who knows only one thing knows not even that. A thing entirely isolated would be
unknowable Thele would be nothingto sayof it, or any language for it. Thereasonfor
this hasbeenobviousto peopleas different as Saint ThomasAquinasand William James.
Thomassaid: “the soulis pleasedythecomparisorof onethingwith anothersinceplacing
onething in conjunctionwith anotherhasan innate affinity with the way the mind acts’
And Jamessaid: “the first thing the intellect doeswith an objectis to classit along with
somethingelse’ 2 (Wills 1991:18.)

Thequestionof howoneundestandshe language onethinksin doesseemnto bea peculiar
one ... CRS[ConceptualRole Semanticstlarifiesthesituation. (Loewer 1982:310.)

1saintThomasAquinas,Summarheolaiael-Il 32:8.
2william JamesTheVarietiesof ReligiousExperiencelLecturel.



1 SYNTACTIC SEMANTICS

In a seriesof earlieressaygRapaportl988, 1995, 1999, 2000b),| have setforth a theoryof “syntactic
semanticsas a way of understandindiow computerscanthink (and how JohnSearle$ (1980) Chinese-
Room Argumentobjectionto the Turing Test can be overcome). In the presentessay | explore the
ramificationsof this theorywith respecto holismandconceptual-rolesemantics After briefly rehearsing
my argumentsfor syntacticsemantics,| explore and defendconceptual-rolesemantics,and shav that
syntacticsemanticss conceptual-rolsemantics.
Syntacticsemantichasthreebasicthesegdetailedexplicationandargumentatioris to be foundin

theessayitedabove):

SS1. Semanticsconsideredasthe studyof relationsbetweeruninterpretednarkersandinterpretationof
them, canbe turnedinto syntax: a study of relationsamongthe markers andtheir interpretations.
Thisis doneby incorporating(or “internalizing”) the semantidnterpretationslongwith themarkers
to form a systemof new marlkers,someof which arethe old onesandthe othersof which aretheir
interpretations.Hence,syntax(i.e., “symbol” manipulationof the nev markers) cansufice for the
semanticaknterprisgcontraSearle).

SS2. Semantican also be consideredas the processof understandingone domain (by modelingit) in
termsof another Call thesethe“syntactic” and“semantic’domainsrespectiely. Thiscanbeviewed
recursvely: If weareto understan@nethingin termsof anotherthatotherthingmustbeantecedently
understoodHence thesemantialomaincanbetreatedasa(new) syntacticdomainrequiringafurther
semanticdomainto understandk, in whatBrian CantwellSmith(1987)hascalleda “correspondence
continuum”. To preventaninfinite regress somedomainmustbe understoodn termsof itself. This
basecaseof semanticunderstandings “syntactic understanding’{Rapaportl986): understanding
a (syntactic)domainby being corversantwith manipulatingits markers, aswhenwe understanch
deductve systemproof-theoretically(or, to anticipate whenwe understandhe languagewe think in,
asBarry Loewer said).

SS3. An internal (or “narron”), first-personpoint of view makes an external (or “wide”), third-person
point of view otiosefor the task of understandingognition (as opposedto the task of verifying
correspondencdsetweercognitionandthe externalworld).

2 COMPARISONS, PATTERNS, AND ROLES

Let us begin by exploring SS2a bit. To understand syntactic(or “new”, not-yet-understoodjomainin
termsof asemantiqor “given”, antecedently-undstood) domain,onedeterminegorrespondencésetween
themby makingcomparisonsTheresultof acomparisoris adeterminatiorthatthe “new” item “playsthe
samerole” in its (syntactic)domainthat the correspondinggiven” item playsin its (semantic)domain.
Thetwo itemsareanalogougo eachother; a patternseenin onedomainhasbeenmatchedor recognized
in the other Ead item—nev and given—playsa role in its respecite domain. Theserolesare,in their
respectre domainssyntacticroles,thatis, rolesdeterminedy relationshipgo otheritemsin the domain.
The semanticitem’s role is its syntacticrole in the “given” domain. Theserelationshipsare not cross
domainrelationshipsput intra-domainrelationships—thais, syntacticrelationshipsjn CharlesMorris’s
(1938)sense.

In whatsensearetheseroles“the same”?They correspondto eachother This meang1) thatthe
two domainsarebothinstancesof a commonpattern(which is understoodsyntactically)and (2) thatthe
new andgivenitemsbothmapto thesamdatemin thecommonpattern.(This generabhenomenoiis known
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as‘“unification”; seeKnight 1989.) But thenwhy not saythatit's the commonpatternthatis the proper
semanticdomain,ratherthansaythat the semanticdomainis the “given” domain?Leo Apostel (1961:2)
suggestedomethindikethis: “If two theoriesarewithout contactwith eachotherwe cantry to usetheone
asamodelfor the otheror to introducea commonmodelinterpretingbothandthusrelatingbothlanguages
to eachother” Typically, however, one usesasthe “favored” semanticdomainonethatis “familiar”. If
onedid take the commonpatternasthe semanticdomain,the questionof “samerole” would ariseagain.
But thistime, thereis no other commonpattern,sotheres no regress.But nowwhatcountsis the mapping
betweerthe two domains—thesyntacticdomainand eitherthe “given” domainor the commonpattern(it
doesnt matterwhich). That mappingmusthave certainfeatures,namely thosecharacterizingsemantic
interpretatiorfunctions,suchasbeingahomomorphisn{cf. Rapaport1995,52.2.2).

Whatis therole of anitemin thecommonpattern?That'’s a syntacticquestionto which | now turn.

3 CONCEPTUAL-ROLE SEMANTICS AND HOLISM.

3.1 Overview

| have justtalked of patternmatchingasthewayto determinecorrespondencdsetweertwo domains.When
two patterns A andB, match,theresultis a determinatiorthata partof patternA “plays the samerole” in
patternA thata correspondingpart of patternB playsin patternB. Thatrole, | suggestedwasthe part’s
syntacticrole in its own domain—arole determinedy the part’s internalrelationshipgo the otherpartsof
the pattern. Accordingto SS2,this is wheresemanticsbottomsout”: in the syntacticunderstandingf a
(syntacticallyspecified)domain,wherewhatcountsfor aterm’s meanings its syntacticrole.

This kind of semanticshas cometo be called “conceptual-rolesemantics’or “inferential-role
semantics”(on the distinction betweentheseterms, see§§4.2, 6.7, 6.7.2.1. Conceptual-rolesemantic
theoriesare almostalways associatedvith holistic theoriesof semantics. Both have lately comeunder
sustainecdattack from Jerry Fodor and ErnestLepore (Holism 1992), who amue that thereare no good
argumentsfor holism. Thatmay be, yet | find holism attractve. | take my taskin this essaynot so much
to aguefor it (I doubtthat! couldfind anagumentstrongerthanthoserefutedby FodorandLepore)asto
paintanattractve pictureof holismandconceptual-rolesemanticsandto clarify thatpicturein thelight of
the critiquesof holismandconceptual-rolsemantics.

3.2 SNePSand Cassié€

For corvenienceand perspicuousness$,will useasa modela knowledge-representai, reasoningand
actingsystenthatconsistof avastpropositionaljntensional semantimetwork with waysof incorporating
sensoryimagesamongits nodes. The nodeswill representindividual concepts,properties,relations,
and propositions,and the connectingarcswill structureatomic conceptsinto molecularones(including
structuredndividuals,propositionsandrules).

Thespecificknowledge-represenian andreasoning KRR) systeml will useto helpfix ourideas
is the SNePSSemanticNetwork Processingsystem(Shapiro1979;Shapiro& Rapaportl987,1992,1995).
But you canthink in termsof othersuchsystemssuchas (especially)DiscourseRepresentatioiheory*
descriptionlogics (e.g., the KL-ONE family),> ConceptuaDependeng® or ConceptualGraphs’ Or, if

3This sectionis adaptedrom Rapaport.995,§§1.1.3,1.2.
4Kamp1984,Kamp& Reyle 1993.

SBrachmang& Schmolzel985,Woods& Schmolzel992.

6Schank& Rieger1974,Schank& Riesbeck1981,Hardt1992,Lytinen1992.
"Sowva 1984,1992.



you prefer you canthink in termsof a connectionissystem: Thereis no lossof generalityin focussing
on asymbolicsystemsuchasthosejust mentionedfor a connectionissystemis just ascomputational—as
syntactic—asa classicalsymbolic system(Rapaport2000a). So, a connectionistsystemthat passedhe
Turing Testwould make my pointsaboutthe syntacticnatureof understandingquallywell.

As a knowled@-representabn system,SNePSis (1) symbolic (or “classical”’; as opposedto
connectionist),(2) propositional (as opposedto being a taxonomic or “inheritance” hierarchy), and
(3) fully intensional(as opposedo (partly) extensional). As a reasoningsystem,t hasseveral typesof
interrelatednferencemechanisms:node-based{or “conscious”),"“path-based’(generalizednheritance,
or “subconscious”);default”, andbelief revision. Finally, it hascertainsensingand efectingmedtanisms
namely: natural-languageompetenceéby which I meanboth understandingnd generationseeShapiro
& Rapaportl991),andthe ability to make, reasonabout,and executeplans. Such,at least,is SNePSin
principle. Variousimplementation®f it have moreor lessof thesecapabilitiesput | will assumeheideal,
full system.

SNePSastwo kinds of nodes:baseandmolecular Basenodeshave no arcsemanatingrom them
(e.g.,nodeBl in Figurel); moleculamodesdo have outgoingarcs(e.g.,nodeML in Figurel; for moreon
this distinction,see$6.7.2.2).

Onespecialcaseof basenodess al ex node:A | ex nodeis labelledwith an(English)expression,
usually a singleword, and senesto link the network to the lexicon that is part of the natural-language-
competenceomponent. Typically, | ex nodeshave only oneincomingarc, labeled'l ex’. Let mbea
molecularnode (technically a “structuredindividual node”) with al ex arcto a |l ex node(technically
a “sensorynode”) labeledw. Then,the “meaning” of mis the concept(technically “Meinongianentity”)
expresseddy utteringw. (E.g.,in Figurel, nodeML represents conceptthat the systemexpresseswith
the Englishword ‘round’; seeShapiro,RapaportCho,etal. 1996:5-6; RapaportShapiro,& Wiebel997,
§3.1).

One specialcaseof molecularnodesis a rule node. A rule nodeis the SNePScounterpariof a
guantifiedformula,andis usedin rule-basednference(e.g.,nodeMb in Figure2). Despiteits namejt is not
acounterparbf arule of inference sincethe latter cannotbe expressedn ary inferencesystem(cf. Carroll
1895),whereagule nodesareexpressed(The SNePScounterparbf rulesof inferenceareembodiedn the
SNePS3nferenceEngine.For moredetailson rule nodesandothermattersof SNeP Syntaxandsemantics,
seeRapaportShapiro,& Wiebe1997,53.1.)

That SNePSis propositionalrather than taxonomicmerely meansthat it representsverything
propositionally Taxonomic hierarchical relationshipsamong individuals and classesare represented
propositionallytoo. Systemghatare,by contrastprimarily taxomonichave automatidnheritancedeatures;
in SNePSthisis generalizedo path-basedhference Both eventsandsituationscanalsoberepresenteth
SNePS.

But SNePSs intensionalandthereinliesastory To beableto modelthemind of acognitve agent,
a KRR systemmustbe ableto represenandreasoraboutintensionalobjects,.e., objectsnot substitutable
in intensionalkontexts (suchasthe morningstarandthe eveningstar),indeterminater incompleteobjects
(suchasfictional objects),non-«istentobjects(suchasa goldenmountain),impossibleobjects(suchasa
roundsquare) distinct but coextensionalobjectsof thought(suchasthe sumof 2 and2, andthe sumof 3
and1l), andsoon. We think andtalk aboutsuchobjects,andthereforeso mustary entity thatusesnatural
language.

We useSNePSto model, or implement,the mind of a cognitive agentnamed‘Cassie’® Cassies
“mind” consistsof SNePSnodesandarcs;i.e., SNePSis herlanguageof thought(in the senseof Fodor
1975). If sheis implementedon a Sunworkstation,thenwe might alsosaythat shehasa “brain” whose

8And, on occasion,Oscar’. Cassieis the Cognitive Agentof the SNePSSystem—anl ntelligentEntity. Oscaris the Other
SNePSCognitive AgentRepresentationSeeShapiro& Rapaportl985;RapaportShapiro,& Wiebe1997.



component@rethe “switch-settings”(the registercontents)n the Sunthatimplementshe nodesandarcs
of hermind.

Wewill saythatCassiecanrepresent—othink about—object$whetherexisting or not), properties,
relations,propositionsgvents,situations etc. MolecularnodesthatrepresentCassies beliefsareindicated
by an“assertion”operator(*l’; seenodeM of Fig. 1). Thus,all of thethingsrepresenteth SNePSwvhenit
is beingusedto modelCassies mind are objectsof Cassies thoughts(i.e., Meinongianobjectsof Cassies
mentalacts);they are,thus,intertional—hencentersional—objects. They arenot extensionalobjectsin
the externalworld, though,of coursethey maybearrelationshipgo suchexternalobjects.

I cannotrehearseherethe agumentsl and othershave madeelsavhere for theseclaims about
SNePSandCassie.l will, however, provide examplesof SNePShetworksin the sectionghatfollow. (For
further examplesand agumentation see,e.g., Maida & Shapiro1982; Shapiro& Rapaportl987,1991,
1992,1995;Rapaportl988b,1991;Rapapor& Shapiro1995.)

DoesCassieunderstancEninsh’? If so,how? Searleof coursewould saythatshedoesrt. | say
thatshedoes—bymanipulatinghe symbolsof herlanguageof thought,viz., SNePSLet'sturnnow to these
issues.

3.3 The Meaning of a Node

The Gary Wills quotationthat | cited at the beaginning nicely expresseghe coreideasbehindholism and
conceptual-rolsemanticsin SNeP3erms,onecannotsayarything aboutanisolatednodewithoutthereby
enlaging the network andde-isolatingthe node. As sucha processcontinuesthe network grows. Thisis
how holistic conceptual-rolessemanticdbeagins. Sinceall thatis initially known aboutthe isolatednodeis
now expressedn therestof the network, the nodes “meaning”is determinedy its locationor role in that
entirenetwork (Quillian 1967,1968). Nodesthat arevery distantfrom the original onemay have little to
do directly with its meaningor role. But they will have somethingo do with othernodesthat, eventually
directly impacton thatoriginal node(or areimpactedon by it). To useanolderterminology they maybe
partof thatnodes “connotations”.(Hill 1994,1995providesaformalinterpretatiorof this.)

The larger the network, the more meaningits nodeshave—thatis, the more can be said about
them—andhe larger their rolesare. In From Folk Psydiology to Cognitive Sciencg1983), Stepherfstich
hasamguedthata personwith a single,isolated*belief” doesnot really have ary beliefs. | would preferto
saythatthe morebeliefsonehas,the moreeachbelief means.Suchanisolatedbelief is a belief, but not
onethathasmuchof arole to play (Similarly, asl pointedoutin “Syntactic Semantics(1988), linguists
who build syntacticandsemanticdheoriesfrom studiesof isolatedsentencesould alsodo betterto look at
connectedliscourse.)

Isolation—e&en a complex network thatis isolatedfrom the restof the network—is a barrierto
comprehensionA patientcancorvey, without understandingf, a messagérom a doctorto a dentist,both
of whomwill understandt, becauseghe medicallyignorantpatientcannotlink the messageo his or her
own semanticnetwork, while the medicalpersonnetanlink it to theirs(cf. RapaportL988:126n16). Or
considerafax machine:lt takestext, corvertsit to electronicsignals,andrecomwertstheseto text. Yet—like
the patient—ithasno “knowledge” of the text. The patientandthe fax seemto be in a ChineseRoom.
But if the fax corvertedthe text to, say ASCII code,which couldthenbelinkedto a knowvledgebase we
mighthave an“intelligent” fax machinethusescapinghis ChineseRoom. It is theinternallinks thatcount;
isolationdoesnt yield understanding®

9This questioris to beunderstoodhsurgedin Rapaport1988;1995,§1.1.1;and2000b,§9.1.
10Ct.: “In mostcasest is not possibleto infer the meaningascribedo a symbolwithin a given culturefrom the symbolicform
alone.At thevery least,we have to seehow thatform is used how it is reactedo. We have to seeit in the contet of otheractions
andof otherspealers” (Renfrav 1990:7). Renfrav, however, is talking aboutexternallinks. | would say instead thatwe have to



It is always, of course,a matterof degree. If “an elephantis so he canhave a trunk” (Spencer
Brown, personatommunication)andthat’s all we know aboutelephant®r their trunks,thenall we know
abouttheir trunksis that they can be had by elephants. But as our knowledge of elephantgand their
trunks)enlages,we cometo understandnoreand,nodoubt,to expresst moreinformatiely, lessobviously
circularly:

[T]he problemof ‘genuinesemantics. .. getseasiernotharderastheK[nowledge]B[asefrows. In the
caseof anenormousB, suchascyc's, for example,we couldrenameall the framesandpredicatesas
G001,G002,..., and—usingour knowledgeof the world—reconstructvhat eachof their namesmust
be.(Lenat& Feigenbaum 991:236.)

Carnapsaidasmuchyearsearlier in his exampleof arailroadmap(in TheLogical Structue of the\World).
There,he shaved how to describeany objectin a givendomainin termsof the otherobjects,without arny
external“grounding” (Carnapl928,§14, pp. 25—27;cf. Rapaport1988:111) 1!

Let's now look at two of the major conceptual-rolesemanticheories the early influential one of
Wilfrid Sellarsandthe morerecentoneof Gilbert Harman.

4 SELLARS’'S THEORY OF LANGUAGE GAMES.

In a seriesof papersthat becamechaptersof his Science Perceptionand Reality (1963), Wilfrid Sellars
spelled out a classic theory of conceptual-rolesemantics? In “The Languageof Theories” (1959
[1963:109-113],85811-18),hedistinguishes variety of kindsof meaning:

meaningastranslation:

¢ ‘round’ meanscircular; [I would preferto saythat‘round’ meansound]
e ‘cheval’ meanshorse

meaningassense:

e ‘round’ expresseghe conceptCircularity; [I would preferto say that ‘round’ expresseghe
conceptRoundness.]

e ‘cheval’ expressesheconceptHorsekind.
meaningasnaming:

¢ ‘round’ namesthe conceptCircularity; [I would preferto saythat ‘round’ namesthe concept
Roundness.]

e ‘cheval’ namedMan O'War.

seehow “that form” is connectedo othersymbolicforms.

11But notesomepotentialproblemsin trying to do this: Thenetwork cant betoo simple for thenit would beunderspecifiedcf.
Rapaportl988:123-124).It would be a patternthatwastoo general thatwould matchtoo much. But neithercanthe network be
too comple (asin the caseof cyc): Althougha giantpattern-matchingrocedureaservisagedby LenatandFeigenbaun{1991)
is possiblein principle,| don't seehow it couldbecarriedoutin practicevery easily Betterto let thenodegsomeof them,atleast)
weartheirintendednterpretation®n their sleeves. To switchexamplesbackto SNePSit is betterto letal ex-nodelabeledrich’
be expressedy the Englishword ‘rich’ thanby somethingarbitrary (Even this might not be neededf smaller moretractable
portionsof the full knawledgebasecould be understoodn the mannerthat Lenatand Feigenbaunsuggest.)This is whatwe do
whenwetalk to eachother Thisis exploredin Rapaportl996,Ch.5.

12The Languageof Theories”(1959/1963) T ruth and‘Correspondencé’ (1961/1963)and,especially“SomeReflectionson
LanguageGames”(1955/1963).
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Figurel: Somethings roundandthe conceptof roundnesss namedCircularity’.
M2 = (Cassies beliefthat) Bl is round;
M4 = (Cassies beliefthat) ML is namedCircularity’.

b

meaningasconnotation:

¢ ‘cheval’ connoteghe propertyof having four legs;
¢ ‘Parigi’ connoteghe propertyof beingthe capitalof France.

meaningasdenotation:
¢ ‘round’ denotegircularthings.[l would preferto saythat‘round’ denotesoundthings.]

Conceptual-rolsemanticés aboutmeaningastranslationthoughit canmake roomfor all theotherg(except
possiblythe last—hut seeRapaportl995andRapaportl996,Ch. 3). To seehow, andto fix ourideasabit,
let's considera computationamodelof this.

4.1 A Computational Model

SupposeCassigour computationatognitve agent)hearsOscarsaythatsomething'is round”. As aresult,

shebuildsthe semantimetwork dominatedy nodeM? of Figurel. (A nodedominatesnothemodeif there
is a pathof directedarcsfrom thefirst nodeto the secondhode.) Insofar asCassiemapsOscars utterance
or useof ‘round’ to herown ‘round’ node,sheis understandin@scarby translatinghis utterancesnto her

semantinetwork. (If shehasnever heardround’ before,shell createa new nodeonwhichto mapOscars

utteranceit’s still translation.)

I would say however, that Cassies | ex nodelabeled'round’ expresseghe concept(viz., ML) at
the tail of the| ex node. Thus,in Figurel, nodeML is Cassies conceptof roundnesgor circularity, to
useSellarss somavhat misleadinglocution). If Cassiewantedto talk aboutthatconcept(andto saymore
thanthatsomething\viz., B1) is round),shecould nameit; nodeM3 would represenits name expresseas
‘Circularity’. (Here,l differ abit from Sellars.)

Connotatiorcanbeaccountedor, in part,asfollows: SupposeCassidearnsthatroundthingshave
curved surfaces,so sheextendsher semanticnetwork asin Figure2 (wherenodeMb representsvhat she
hasjustlearned).Here,partof the connotatiorof ‘round’ is givenby rule nodeMb (aswell as,perhapshy
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Figure2: Roundthingshave curved surfaces.

Vb = (Cassies beliefthat)VV1[Round{/1) — Has-Cured-Suracel/1)],
where,for the sale of theexample,'Has-Cuned-Sur&ce’is not—hut couldbe—furtheranalyzed.
(NodeML hereis thesamenodeasnodeML in Figurel.)
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Figure3: Cassies andOscars representationthatsomethings round.
In theexternalworld, Cassies node" r ound” denotes-in-Wirid-Sellarss-ensea.
In Cassies belief spaceM2¢ = (Cassies beliefthat) Bl is round.
In Oscars beliefspaceM2 g = (Oscars beliefthat) Bl is namedCassigy’,
M/ o = (Oscars beliefthat) Bl believesthatMs o,
M6, = (Oscars beliefthat) B2¢ is round,
MBo = (Oscars beliefthat) ‘round’ denotes-in-Wfrid- Sellas's-sense B2

M2 andM4, andsoon, throughouthefull network).

Denoting,however, is a relationthat Cassiecannotdealwith for herself. It is an externalrelation,
accessibl®nly to anothercognitve agent:Oscarcouldasserthat Cassies ‘round’ denotesi. We have the
situationshavn in Figure3. Accordingto Sellars,Cassies word ‘round:’ denotessomecircularthing, a;
sodenotationfor Sellarsjs arelationbetweeraword andanexternalobject. As such,it is notaccessibléo
Cassie(By theway, presumablytherearealsorelations,equallyinaccessibléo Cassiepetweern andher
concepof roundnessyiz., ML, andbetweert andherconcepof a, viz., Blc.) FromOscars pointof view
(not muchdifferentfrom our point of view with respecto Cassie)Cassiebelievesthat somethingiwhich
Oscarrepresentsas B2o) is round, and Oscarcan believe that Cassies word ‘round’ (actually Oscars
representationf herword) denotegin Sellarss sense}he object(thatOscarbelieves)thatCassiebelieves
is round, viz., B2p. (Again, presumablytherearerelations,equally inaccessibldéo Oscar betweenthe
following pairs: ‘roundy’/‘roundc’, B2o/Blc, B2o/a, Moo/MLc, andM6o/M2c.)

Whatcanwe sayaboutstatementtik e thefollowing?

1. ‘X" meansy.
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2. ‘Toistrue’.
3. ‘"X is abouty'.
I'd sayfirst thatthey’re missinga parametepr two. The statementshouldreally be,respecirely:
1. Cognitive agentC's useof "X meansy for cognitive agentO.
2. Cognitive agentO believesthatcognitive agentC’s utteranceor beliefthat™¢ ™ is true.
3. Cognitive agentC’s useof "X is aboutwhatcognitve agentO refersto as™y ™.
So,let meanswetthe questionfrom Oscars point of view:

1. For Oscarto saythatCassies useof "X meansy is to saythatCassies useof "x™ playsthe samerole
in her belief systenthat™y™ playsin his (Oscars).

2. For Oscarto saythatCassies utteranceof "¢ 7 is trueis to saythatheendorseserutteranceof "¢ ;
thatis, it is to saythathe believesit (too); cf. RapaportShapiro & Wiebel1997.As Sellarsputsit,

In generalwhenl commitmyselfto

(w) Sis atruesentenceof L)
I amcommittingmyselfto assertingeitherSitself (if | amauserof L) or atranslationof Sinto the
languagd do use.(Sellars1955[1963:354],§78.)

3. For Oscarto saythat™x" is abouty is for him to saythat he interprets™x™ by y, whereboth are
representedy nodesin his network: "X is representedyy a syntactic,or linguistic, node;y is
representedy a semantic,or non-linguistic,node. If Oscarwantsto saywhat his own word "x
means,he mustdo it in thatway, too: assertinga link betweenit and someother fragmentof his
network. (Thisis the “internalization” of semantidnterpretationgnentionedn SS1.)

4.2 Reflectionson “Reflections on LanguageGames”.

Sellarss essay‘Reflectionson LanguageGames’(1955/1963)s relevantto syntacticsemanticsn several
ways(seealsoRapaportl996,§§7.4.2.2,7.6.2). Here,| wantto concentraten the syntacticnatureof his
conceptual-rolsemanticheory

For Sellars,to usea languageis to do certainactionsin certaincircumstances—presurmigbfor
example,to uttercertainexpressionsn certaincircumstances—antis is to beviewed asmaking“moves”
in a“languagegame”whose"positions” are“awareness™of propositionspropertiesyelations,demands,
etc” (pp.324,327,8810, 16). Therearethreekinds of suchmoves(p. 328,§519-23):

1. “language-entryransitionsfrom obserationsof theexternalworld to positionsin thelanguageggame
(thatis, input, in whichthe position“means”the obsenration; cf. p. 329,§22);

2. “moves”, or inferenceshetweemositionsin thelanguagegame(thatis, relationsamongsentences);

3. “language-departe transitions”from “ought-to-do”positionsto actions(thatis, output,in whichthe
position“means”theaction)(cf. p. 329,§23).

In termsof Cassielanguage-entriransitionsoccurwhenshefindsor builds a nodein hersemantic
network asa resultof somethingshehears,reads,or perceves, andlanguage-departertransitionsoccur
whensheutterssomethingasa resultof anintentionto speakor whensheperformsan actionasa result
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of anintentionto act!® Theinternal,inferentialmoves correspondo any and all internal processingof
the semantimetwork. They neednotall be“inference”in ary strictlogical sense For this reason] prefer
the term *conceptuatole semantics'to ‘inferentiatrole semantics’. (Cf. §6.7, belon. For more on this
distinction,seeRécanatil995:214.) Of course theinput positionscould be establishedn otherways(e.qg,
by direct manipulationby a “computationalneuroscientist’jn the caseof Cassie,or by Wilder-Penfield-
like stimulation,in the caseof realbrains).For instance Sellarsalsoallows “free” positions:sentencethat
are neitherthe resultof internal, inferential moves nor of obserations. Roughly thesewould be axioms
or “primitive” beliefs: sentencesaken on faith (p. 330, §25). And the outputpositionsneednot resultin
(successfulaction(aslong asthe systenbelievesthatit does—cftheblocks-world robotof Rapaportl995,
§2.5.1).

To thus “speakof a languageas a gamewith pieces,positions,and moves” is to treatit purely
syntactically “But mustwe not at somestagerecognizethat the ‘positions’ in a languagehavemeaning
...7" (p. 332,530). Thisis the key issue. Note, however, thatfor Sellarsit would not be the piecesthat
areto “have meaning”,but the positions “As | seeit, abstracsingulartermssuchas‘redness’... and‘that
Chicagois large’ areto be construedin first approximationassingulartermsfor playersof linguistic roles
..." (Sellars1961[1963: 204]). In Figure1, theterm‘Circularity’ is a propernamefor aconceptyiz., ML,
andit is the conceptthatis the role. What playstherole is theterm ‘round’. Strictly speakingthen,we
could saythat,for Cassiethe meaningof ‘round’ is nodeML, whoserole is specifiedby its locationin the
network. For Sellars,syntaxsuffices: “To saythat’ “rot” meanged is notto describerot’ asstandingin
themeaningelation’to anentityred, ...” (p.332,§31). “Positions”do nothave anextensional'meaning”:

... theGermanrexpressionEs regnet’... meandt israining.... [Ijn sayingthis..., oneis notsaying
thatthe pattern'Es regnet’ playsa certainrole in the patterngovernedbehaviour to befound behindthe
Rhine. But it would be a mistale to infer from thesefactsthat the semanticaktatement “es regnet”
meansit is raining givesinformationaboutthe Germanuseof ‘Es regnet’ which would supplement
a descriptionof therole it playsin the Germanlanguagegame makinga completedescriptionof what
couldotherwisebeapartialaccounof thepropertiesaandrelationsof ‘Es regnet’asameaningfulGerman
word. (p. 332,§31.)

Although thereis a non-syntacticexternally-semantiadimensionto meaning,it hasnothingto do with
the languagegame. Cassies (internal)ability to uselanguages syntactic(andso Searles Chinese-Room
Argumentfails). Thatis, semanticss not a correspondenceetweerlanguageandtheworld. But semantics
is a correspondencketweertwo languages betweernthe speakr’s languageandthethird-persongxternal
obserer’s languaggandperhapghatobserer’s conceptstoo): “To saythat' “rot” meanged ... istouse
... thesemanticalanguagegame... for bringinghometo a userof ‘red’ how Germansause‘rot” (p. 332,
§31). English-speadrs understanch German-speak’s useof ‘rot’ astheir (i.e., the English-speadrs’)
conceptred (i.e., as the conceptthey expresswith ‘red’). This is semantican the classicsense: The
English-speadr usesa modelfor interpretingthe German-spead’s utterances But the modelis just the
English-speadr’s own languagegame—asyntacticsystem.

To saythat' “rot” meanged ... corveysnoinformationwhich couldnot beformulatedin termsof the
pieces positions,moves,andtransitions(entry and departureof the Germanlanguagegame. (p. 332,
§31.)

Thatis, it corveys noinformationabout rot’ thatcouldnotbethusformulated.But supposehatanEnglish
speakr wonderswhat ‘rot’ meansand is told thatit meansred The English speakr nowv hasnodes

130n computationatheoriesof intentionsto speakandto act, cf. Bruce1975;Cohen& Perraultl979;Allen & Perrault1980;
Cohen& Levesquel985,1990;Grosz& Sidner1986;and,in the SNePStradition, Haller 1993ab,1994,1995; Kumar1993abc,
1994,1996;Kumar& Shapiro1993,1995.
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representinghe Germanword ‘rot’ andthe conceptit expressesandthe English-speadr mapsthese—
internally—tothe nodesrepresentinghe Englishword ‘red’ andthe conceptit expressesThus,all of the
informationcorveyed by the ‘rot’-meansred sentencean“be formulatedin termsof the piecespositions,
moves,andtransitions. .. of the Englishlanguagegame”.In eithercasejt’s purely syntactic.

As for correspondencdsetweerlanguageandthe world, Sellarsdiscusses cousinof the symbol-
groundingproblem(Harnad1990;cf. Rapaportl995,§3.2.4)undertherubric “prelinguisticconcepts”:

Now thereappeato betwo possibldinesthatcanbetakenwith respecto suchur-concepts:

(1) They areinterpretedas a structureof symbolsand, hence,in our broader sense as

a language. ... [A] regressis lurking which can be stoppedonly by admitting that the
meaningfulnessf atleastonesymbolicsystermis notclarifiedby theideaof obeying semantical
rules.

(2) As a secondalternatve, the ur-conceptanay be conceved aspre-symbolicabilities to
recognizatemsasbelongingto kinds. ... (pp.334-335§37.)

Possibility (2) is the Lakoff (1987)-Harnad1990)alternatve, which Sellarsrejectson the groundsthatit
commitsthe homuncularfallagy. Possibility(1) is the purely syntacticview expressedn thesisSS2,above.
To clarify the “meaningfulnesstf sucha symbolicsystemwe needinternal—syntactic—uoderganding.

Sellarsurgesa distinctionbetweertbishop’ in chessand‘piece of wood of suchand suchshape’
(p. 343,856), andhethenelaborate®n possibility (1):

... | mightlearnto respondo the move-enjoiningsentenceéSellars,advanceyour king’s pavn!” asl
wouldto ‘Sellars,shove this pieceof woodtwo squaregorward!’ (p. 344,857.)

Comparethe ChineseRoom: “shoving a piece of wood forward” is the rule-books translationof the
meaninglesssquiggle “advance your king’s pavn”. Perhaps,though, shaving that piece forward just
is adwancing ones pawn, in the sameway that talking of certainchemicalstructuregjust is talking of
mathematicalattices (Rapaportl 995, §2.5.1; | male this senseof “is” more precisein Rapaport1999).
In ary event, Sellarsrejectsit:

Butwhile this mightbethedescriptiorof learningto applytherule languagegame. . ., it would make the
connectiorbetweerexpressionsuchas‘bishop’ ... in chesdanguageandthe expressionsn everyday
languagevhichwe useto describepiecesof wood,shapessizes andarrangementsiuchmore‘external’
thanwe think it to be. For surelyit is moreplausibleto supposehatthe piece,position,andmove words
of chessare,in the proces®f learningchesdanguagebuilt onto everydaylanguageby movesrelating,

for example,'x is a bishop’to ‘x is a £.-shapedpieceof wood' .... In otherwords,chesswordsgain
‘descriptive meaning’by virtue of syntacticalrelationsto ‘everyday’words.(p. 344,§58.)

As | have urgedwith respectto the Chinese-RoonmArgument(Rapaport1 988, 1995, 2000b),pulling the
semanticrabbit out of the syntactichatis no trick—it’s all donewith internal links. My understandingf
‘bishop’ (or Searle-in-the-roors’understandingf a Chinesesquiggle)is not provided by an externallink
to a £-shapedpieceof wood, but by aninternal, syntacticlink to my internal representatiomf sucha
£ -shapedgieceof wood.
Thefundamentathesisof conceptual-rolsemanticsasformulatedby Sellars,is that
statementsf theform

means— (in L)

are incorrectly assimilatedto relation statements.... [Rather] they corvey ... the informationthat
‘..." playstherolein L which ‘—' playsin the languagen which the semanticaktatemenbccurs.
(pp.354-355§80.)
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Of coursejf thesemantidanguages L, themeaningof ‘. ..” would have to begivenin termsof therole it
playsin L, by specifyingits locationin the network—its positionin thegame.

5 HARMAN'S THEORY OF CONCEPTUAL-ROLE SEMANTICS.

Let's now have alook at Harmans variationson Sellarss theme.In a seriesof papersGilbert Harmanhas
adwocateda Sellarsianconceptual-rolesemantictheoryalmostall of which is congenialto the view | am
presentingHarmanl1974;1975,esp.pp. 283-284;1982;1987;and 1988). The issuecanbe approached
by askingwhetheraninternal,conceptual-rolsemanticdbasedn translatingonelanguagento anotheiis
all thatis neededo explain our knowledgeof the semantic®f languagepr whetheran external,referential
andtruth-conditionatheoryplaysarole (if you'll excusethe expressionYHarmanl1974:1).

5.1 Internal vs. External SemanticTheories

| calledthe latterkind of theory‘external’, but it is actuallyboth internaland external; thatis, it mustbe
a bridgetheorythatlinks aninternal syntacticdomainwith an externalsemanticdomain. Perhapssuch
a theory could tell us somethingaboutthe denotationsof termsand the truth valuesof sentences.But,
of course(cf. Rapaport1988,1995,2000b),sincethe cognitve agenthasno accesdo the denotationor
statesof affairsthemseles,atheoryof truth tells the agent nothing. It is simply not availableto the agent,
who is restrictedto the internal point of view (cf. thesisSS3,abore). Now, as Harmannotes,theories
of truth do shedlight on meaning—considepossible-worlds model-theoreticemanticdor modallogics,
clearly a major intellectualachiazement. But note, first, that suchtheoriesare addressedo professional
philosopherandcognitive scientistswho areexternalobsenrers: Oscarcanusesuchatheoryto understand
the relationof Cassies languageto the world, but he doesnt usethe theorywhenhe understand€assie
in everydayconversation. Secondruth theoriesare correspondencdsetweenanguageanda mode] not
betweenlanguageandthe world (seethe discussion®f the gapbetweenmodelsandthe world, in Smith
1985 and Rapaportl995, §2.5). Sothey themseles are translations:betweenthe languageplaying the
syntacticrole andthelanguageof the model.

Therearetwo other possiblerolesfor truth theoriesor externallinks. One, relevantto Sellarss
“entry” and“departure’rules,we’ll comebackto shortly (§5.3). The otheris the role of truth in logical
inference,Sellarss internal“moves”; “logical implicationis a matterof truth andlogical form” (Harman
1974:11). But here,truth is only a sort of placeholder: Logical implication mustpresere truth, but no
claims are ever madeaboutactualtruth values nor needthey be. The rules of inferenceof a syntactic
systemarethemselespurely syntactic(cf. Rapaportl995,52.2). They neednot—indeeddo not—mention
truth. In a given system,somerules might be preferableto others(they can be justified) becausehey
preservetruth. Thatplaysarole with respecto which rulesto choosehut notin the actualworking of the
rules.Indeed that’s thewhole point of syntacticsystemsWe devisethemin orderto talk abouttruth, sowe
wantthemto representtruths. The world (togetherwith its objects,relations,statesof affairs, andtruths)
is onething; thelanguaggwith its correspondinderms,relationsymbols wffs, andrulesof inferenceand
theoremausedto discussheworld) is another We wantlanguageandthe world to correspond they don't
intersect(Well, actuallythey do, of course:Thelanguages partof theworld. But thatfactis ignoredwhen
thelanguages usedto describetherestof, or someotherpartof) theworld.)'*

Fromtheinternal,first-persorpoint of view, all thatwe candealwith is the syntactictheory And,
if all we're dealingwith is the syntactictheory we don't needtruth at all. Or, rather Cassiedoesnt need
it, andcant have it anyway, and Oscar(who studiesCassies language-us&om the external,third-person

14¢t. thedescriptionof Figures1(l) and1(ll) in Rapaport.985/198667—71.
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point of view) hasaccesdo truth only asa correspondencamongbeliefs(cf. Harman1974:9): Oscar
translatesCassies utterancesnto his own semantimetwork. If hetriesto saywhatis true,all hecandois

to saywhathebelieves: If hedidn't believe it, hewouldnt try to claim thatit’s true. Thatis, for Oscarto

saythat¢ is trueis just for him to saythat (he believesthat) ¢. For Oscarto saythatwhat Cassiesaidis

trueis alsojust for him to saythat he believeswhat Cassiesaid (cf. Roberts& Rapaport1988; Rapaport,
Shapiro,& Wiebel997).

How do truth conditionsprovide the meaningof a sentence?Snow is white’ is trueif andonly if
snaw is white; so,‘'snow is white’ meanghatsnaw is white. Therearetwo well-knovn problemswith this.
First,‘'snow iswhite’ is alsotrueif andonly if grasss green(atleast thiswould besowhensnaw is white if
andonly if grasss green) but ‘snow is white’ doesnt meanthatgrasss green.(Although,whenit snaved
onthefirst dayof Springtheyearthatl wrotethis, | cheerednyselfup by thinking so!)

Second,although‘All mimsy were the borogwes’ is true if and only if all mimsy were the
borogwes,to saythat'All mimsywerethe borogaes’ meanghatall mimsy werethe borogwesclarifies
little (Harmanl1974:6; thisis the circulardictionaryproblem,with a circle of radiusO—cf. Rapaportl 995,
§3.2.4). What's missingis knowledge of what ‘mimsy’ and ‘borogove’ mean. How could we find out?
We couldfind the denotationsbut that's solipsisticallyimpossible.Alternatvely, we couldfind our mental
representation®f thedenotationsjcf. Harman1974:6), or we couldgive a definitionof theterms:Both of
thesearepurelyinternalandsyntactic however. Or we coulddefineonein termsof the other(assuggested
above in §3 andin Rapaportl995,§3.2.2;cf. Rapapor& Ehrlich 2000): Borogoresarethingsthatcanbe
mimsy, or elsebeingmimsyis somethinghatborogwescanbe. Again, this tells uslittle by itself (more
contet is needed)In ary caseijt is still purelysyntactic.

Considerboth the white-snav andthe mimsy-borogues casedrom Cassies point of view. She
hearssnow is white’, andsheunderstandg by mapping'snon’ ontoherconcepof snaw, ‘white’ ontoher
conceptof white, andforming the propositionthat snav is white. Thatis, sheunderstand¢he sentencdoy
constructinghatpropositionwhichis now linkedto hersemantimetwork. Shebelievesthatsnow is white
if andonly if eithershealreadyhada mentalrepresentationf that proposition(“Oh yes; | alreadyknewn
that”) or shehasreasonto trustthe speakr (“Oh yes?Well, if you sayso”). If shehearsall mimsywere
the borogwes’, shewill seekto understandy finding (or building) a mimsy-nodeand a borogae-node,
andfinding (or building) the propositionthatthe borogaweswereentirely mimsy But shewon’t understand
it aswell assheunderstandghe propositionthatsnawv is white, sinceit will not belinkedto therestof her
network. (Or it will belinked to herrepresentationf the restof Jabberwogy. So, at best,shell have a
skeletalunderstandingn the context of the poem. Or it may be linkedto herrepresentationsf the restof
Throughthe LookingGlass in which Humpty Dumptyexplainsthe sentenceln thatcase shell understand
it, becausdurtherlinks will have beenmade.The morelinks, themoreunderstanding.)

It may be objectedthat this is an examplefrom literature,sotalk of truth conditionsis besidethe
point. But, asHarmanpointsout, that's part of the point: “Spealersviolate no linguistic corventionswhen
they ... tell stories”(Harmanl1974:10; but cf. Galbraith1995:33ff, Segal 1995:12ff). Soit is notthecase
thatwe mustclaim thatspeakrstry to saywhat's true. Rather at mostwe only have to claim thatthey try
to saywhatthey believe But they dont evenalwaystry to do that Sentencefrom fiction are,depending
onyourtastesgeitherfalse,truth-valuelesspr the sortof thing for which a truth theorywould be a catgory
mistale (cf. Ryle 1949; Parsonsl975; Searle1979; Pavel 1986; Castéiedal979,1989a;Rapaportl991a;
Rapapor& Shapiro1995.)In ary caseatruththeoryyieldsstrangeaesultswhenappliedto sentencefom
fiction (thoughno stranger perhapsthanwhenappliedto modal sentenceshat require possible—ifnot
fictional—worlds).

The point is that semanticsas correspondencbetweenlanguageand the world is of no helpin
giving afirst-personexplanationof how a cognitive agentunderstandi&anguage (And it is certainlyof no
helpin giving afirst-persorexplanationof how a cognitve agentunderstandgctional language. However,
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Figure4: Themeaning(M) of alinguistic expression(E) is determinedoy the content(C) of the thought
(T) thatis representetdy E; thefunctionalrole (F) of T determine<C.

semanticsas correspondenceetweenlanguageand the agents mental representationgor languageof
thought)can help: “The meaningof a sentencds determinedoy the thoughtwith which the sentencds
corventionally correlated thatis, the thoughtwhich, by corvention, speakrs would normally intend to
communicatdo a heareby usingthatsentence(Harman1974:10). Of courseto talk of “the” meaningof
a sentences misleading;contet needdo betakeninto account.But the broademoint holds: Meaningsof
sentenceareprovided by thoughtsnot by truth conditions.

5.2 Harman’s SemanticTheory

Harman,however, formulatesthis a bit differently from the way that| seeit: Therearethreepartsto his
formulation.Herearethefirst two:

H1. The meaningof linguistic expressionsare determinedby the contentsof the conceptsandthoughts
they canbe usedto express.(Harmanl1982:242;1987:55.)

H2. Thecontentof conceptandthoughtsaredeterminedy their functionalrolein apersons psychology
(Harman1982:242.)

And, in alateressayHarmananalyzed2 further:

H2a. The contentsof thoughtsare determinedby their constructionout of concepts.(Harman1987:55,
58.)

H2b. The contentsof conceptsaaredeterminedy their functionalrole in a persons psychology (Harman
1987:55.)

Now, thepicturewe getfrom H1 andH2 is thatthemeaningM) of alinguistic expressionE) is determined
by the content(C) of the thought(T) that is representedby E; andthe functionalrole (F) of thoughtT
determinegontentC (this Rube-Goldbagian pictureis shavn in Figure4).

But this seemso multiply entities. Now, asa Meinongian,l am not normally botheredby such
multiplications.However, | fail to seewhat“content” contrituteshere,perhapdecause fail to seewhatit
is. Nor do| understanavhatit meandor content(whateverit is) to “determine”meaning.In fact,anearlier
formulationof Harmans theorywasmorestreamlined:
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The relevantthoughtsareto be identified, not in termsof truth conditions,but ratherin termsof their
potentialrole in a spealer’s “conceptualscheme”.... The meaningof a sentencas determinedby
therole in a conceptuaschemeof the thoughtsthat the sentencevould normally be usedto express.
(Harman1974:10-11.)

My view is this:

R1. Themeaningf linguistic expressionsre the thoughtsthey express(so “meaning”and“expression”
areinversesf eachother).

R2. Thecontentof athoughtis its functionalrole.
The SNePS/Cassigictureis this:

S1. Cassies understandin@f a linguistic expressions the setof nodesshemapsit into (the setof nodes
sheusesto modelthe expression).

S2. Thosenodesplay afunctionalrole in herentiresemantic-netark mind.

PresumablyHarmans “concepts’are SNePS/Cassigbasenodes® (“conceptsaretreatedassymbolsin a
‘languageof thought™ (Harmanl1987:56)), andHarmans “thoughts”’areSNePS/Cassiemoleculamodes.

This appeardo be consistentvith H2a,but H2ais ambiguousWhatis it thatis constructedut of
conceptsis it thought® Oris it contentsof thoughts?0On my view, “thoughts” would be constructedut
of (or, would be structuredoy) “concepts”aswell asother“thoughts” (for example,Cassies thoughtthat
Oscarbelievesthat Lucy is rich is constructedut of the thoughtthat Lucy is rich andconceptsof Oscar
Lucy, andbeingrich). And, in contrastto H2b, the “meaning” (in one sense)f thoughtsas well as of
conceptss afunctionof their locationin the entirenetwork of thoughtsandconcepts.

Thereis, asl mentionedathird partto Harmans theory:

H3. Functionalrole is conceved nonsolipsisticallyasinvolving relationsto thingsin theworld, including
thingsin the pastandfuture. (Harman1987:55; cf. Harman1982:247;Harman1988.)

Now, on the SNePS/Cassidjrst-person,internal view, there may indeedbe other aspectgo the notion
of the functional (or conceptualor inferential) role of a conceptor thought. Thereis, for instance their
role in action(cf. Kumar1993abc,1994,1996; Kumar& Shapiro1993,1995), althoughthis role might
not be (or contritute) anything over and above the concepts locationin the network (and might, in fact,
depencentirelyuponit). But | partcompary with Harmanon pointH3. Nonsolipsistidunctionalroleis not
somethingthe agentcanhave accesgo. PointH3 takesa third-personviewpoint, not a first-personone. |
amsolelyinterestedn whatlinguistic expressiongneanto the agent, not whatathird personsaysthatthey
meanfor theagent.

5.3 Languagein Thought and Communication

Nevertheless,Sellarss “entry” and “departure”rules seemclearly to be links with the external world.
They are part and parcelof anotherissuethat Harmanraises:the role of languagéan thoughtasopposed
to communication | do not dery that thereare “connectionsbetweenconceptsand the external world”
(Harman1987:80). | merelydery that suchconnectiongell the cognitive agent anything abouthis or her
languageor conceptsMaybesuchconnectionglotell athird personrsomethingbut they give nofirst-person
information. (The‘maybe’ hasto do with the point madein Rapaport1995,§§2.5.1,2.6.2,andin Rapaport

15And perhapslsostructured-indiidual nodes.
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2000bthat,at least,thethird personis makingconnectiondetweerhis or herowninternal representations
(a) of the otheragents conceptsand(b) of his or herown internalmodelof theworld.)

Curiously theonly connectiongdarmanexplicitly mentionsarethosebetweernconceptsandwords
and thosebetweenconceptsand “normal contects of functioning” (Harman1987: 80). But the link to
wordsis of only causalinterest.Fromthe SNePS/Cassigoint of view, what's importantis the presencen
the internalsemanticnetwork of al ex node;howit gotthereis irrelevant. (That's what methodological
solipsismis all about;cf. RapaportL996,Ch. 6.) Ditto for normalcontexts of functioning: They may give
thethird personsomeinformation,but they avail thefirst persomothing.

Clearly it's in the caseof “communication”that theseissuescometo the fore, not the caseof
“thinking”. Harmandistinguisheghesetwo usesof languageandfindsthelatterto be morebasic.l agree
(to apoint), but why thendoeshe careaboutthe externallinks? Let’s look a bit moreclosely

Theview of languageasservinga communicaire function soundssimilar to David Lewis’s notion
of “language”as

A socialphenomenonvhich is part of the naturalhistory of humanbeings;a sphereof humanaction,
whereinpeopleutterstringsof vocalsoundspr inscribestringsof marks,andwhereinpeoplerespondy
thoughtor actionto the soundsor markswhichthey obseneto have beensoproduced(Lewis 1975:3.)

But Harmanseemsto meansomethingmore restrictve, for there can be communicationvia a syntactic
systenthatis notlanguage—foexample,Morsecode(Harman1987:57) 16

Whatabouttherole of languagen thought?HarmancitesNoamChomsly (whoin turnparaphrases
Wilhelm von Humboldt):

[...] to have alanguagses to have a systemof conceptgwhich could bethe meaningsn Lewis’s theory
of “a language’(Lewis 1975:3)]

andit is the placeof a conceptwithin this system(which maydiffer somevhatfrom spealer
to spealer) that, in part, determineshe way in which the hearerunderstands linguistic
expression .. [T]he conceptsoformedaresystematicallynterrelatedn an“inner totality”,
with varying interconnectionsand structuralrelations... [cf. a semanticnetwork.] This
inner totality, formed by the use of languagein thought, conception,and expressionof
feeling, functionsasa conceptualvorld [cf. Dennetts “notional world” (1982)]interposed
throughtheconstantctivity of themind betweeritself andtheactualobjects andit is within
this systemthata word obtainsits value....

(Harman1975:273; unbracletedellipsesin Harmans text; my interpolationsandellipsesin braclets.)

Elsevhere hecallsthis useof languagécalculation,asin addinga columnof figures”(Harman1982:242;
1987:56), commentinghatconceptual-rolsemanticSsmay be seenasaversionof thetheorythatmeaning
is use,wherethe basicuseof symbolsis taken to be in calculation,not in communication,and where
conceptaretreatedassymbolsin a‘languageof thought’” (Harman1982:243). Thisis clearlya syntactic
enterprise.

Thereis someunclarity however, when Harmanspeaksof thesetwo usesof “language”or of
“symbols” (e.g.,Harman1987: 56). When he talks of “symbols”, is he talking aboutexternallinguistic
expressions?0r is he talking aboutthe internalsymbolsof a languageof thought?For SNePSthe nodes
aresymbolsof alanguagef thought,andthey represenpropositionsthoughtsandconceptgcf. Shapiro&
Rapaportl991,Shapiro1993;perhapst would be betterto saythatthey implementpropositionsthoughts,
andconcepts)They canbeusedin “calculation” (for example,inferencelaswell asin communicatior{for
example,languagds generatedrom them,andthey are producedrom language).Linguistic expressions

16Although, asmy colleagueStuartC. Shapiropointedout, Morsecodeis just anothemway of inscribinglanguage.
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arealsousedn communicationlin fact,they arethevehiclesof communicationWhatgetscommunicated-
whatis carriedby the vehicle—arethoughtsand conceptgthat which is representedby the nodes). But
linguistic expressiongrenot normallyusedin internalcalculation(though,of coursethey canbe,aswhen
CassievonderswhatOscameantwhenhesaid ‘all mimsywerethe borogaes’).

My view is that both “thinking” (or “calculating”) and “communication” are equally important
components.Thereare spolen andwritten expressions.And in Cassies mind, thereare mentalconcepts
in correspondencwith them. Thereare also spealkrs and hearers,eachof whom communicatesvith
others,andeachof whomunderstandthe otherby meansf a semantidnterpretatiorof the others spolen
or written expressionsn termsof their own concepts. And, pace Harman,thinking is communicating
with oneself(cf. Harman1982:243): This is Kah-Kyung Cho’s point that| meanthingsby my silentuse
of languagewhen| talk to myself (Cho 1992; cf. Rapaport1995, §2.5.1), and it works (in part) by the
mechanisnof “internal reference’{discussedn Rapaportl995,582.5.1,2.6.2;Rapaportt996,Ch. 8, §3.1).

Harmanandl are,however, notsofarapart:“a languageproperlysocalled,is asymbolsystemnthat
is usedboth for communicatiorandthought. If onecannotthink in alanguage pnehasnot yet mastered
it” (Harmanl1987:57). Sofar, sogood. But: “A symbolsystemusedonly for communication|ike Morse
code,is not a language”(Harman1987:57). What, then,aboutSearle-in-the-roors’useof Chinesefor
communicationonly; is that not the useof a language?The answerdependson how much of the story
Searletold us. As | have notedelsavhere(Rapaport1988,§3.1; 1995,§1; and2000b,59), hedidn't tell us
enough.Heres how | seeit: Unlessthe symbolsare partof a large network, they have no (or very little)
meaning—ando thatextent,maybeSearlehasa point. But themorethey are usedfor calculation/thinkig,
the morelanguage-lik they are. And, | claim (and| think Harmanwould agree) they haveto be part of
sucha large network, otherwisethey could not be usedto communicate.They have meaningif andonly
if, andto the extentthat, they’re partof alarge network. Searlejt seemdo me, deniesthatbeingpartof a
large network sufficesto provide meaning.Whatconceptual-rolsemanticsaysis thatthat's the only way
to provide it

... therearetwo usesof symbols,in communicatiorand speechactsandin calculationandthought.
(Nonsolipsistic)conceptuatole semantictakesthe seconduseto bethebasicone. Theultimatesource
of meaningor contentis the functionalrole symbolsplay in thought.(Harman1987:79.)

6 OBJECTIONS.

Therehave beena large numberof objectionsto conceptual-rolssemantics.Let’'s seehow powerful they
are.

6.1 The Objection from Speech-ActTheory.

Harmanraisessomepotentialobjectionsto conceptual-rolesemantic§rom speech-actheory(1982:252—
255). But thisis nota problemfor SNePS/Cassiajinceall speectactshase anoriginationin nodeshence
they do have aconceptualtole to play.

Relatedto this is Harmans discussiorof Grice (Harmanl1987:56-57). Thereare, at least,three
distinct kinds of “meaning”: (1) natural meaning(asin: smole meansfire; theseare relationsbetween
elementsentirely within the semanticdomain), (2) nonnaturalmeaning(asin: ‘Feuer meansfire; this
seemgso be referentialmeaning,or “expressionmeaning”),and (3) non-naturalspeakr meaning(“what
a speakr ... of certainsymbolsmeans”;but notethat, on my theory—andpossiblythat of Bruner1983
(seeRapaportl996,Ch. 5, §3)—thespealer could meanoneof his or herconceptor thoughtsratherthan
somethingn theworld). Accordingto Harman,Grice claimsthat expressiormeaningcanbe analyzedn
termsof spealkr meaning. This seemseasonable And, accordingto Harman,Grice further claimsthat
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speakr meaningcanbe analyzedn termsof the speakr’s intentionsto communicate (I have a lot more
to sayaboutthisin Rapaportl996,Ch. 9, 84, wherel look atthe questionof whethemon-humanssuchas
apesandcomputerscanuselanguage.)

But, accordingto Harman this lastclaim

overlook[s]themeaningfuluseof symbolsin calculation.You mightinventa specialnotationin orderto
work outa certainsortof problem.It would be quite properto saythatby a givensymbolyou meantso-
and-sogventhoughyou have nointentionsto usethesesymbolsin ary sortof communication(Harman
1987:57.)

But you might and could so usethem. So, speakr meaningcould, perhapspe analyzedn termsof the
potentialfor communication.Again, paceHarman(1987:56), thereseemdo be no goodreasono dery
that“calculation” or thoughtis internalcommunication.

Now, Harmanhasaninteresting put flawed, pointto malke:

Suppose/ou useyour specialnotationto work outa specificproblem. You formulatetheassumptionsf
the problemin your notation,do somecalculating,andendup with a meaningfulresultin thatnotation.
It would becorrectto sayof youthat,whenyouwrite down a particularassumptiorin your notation,you
meantsuchandsuchby whatyouwrote: but it would beincorrectto sayof youthat,whenyouwrotethe
conclusionyoureachedn your notation,you meantsoandsoby whatyouwrote. This seemsonnected
with the factthat,in formulatingthe assumptiorasyou did in your notation,you intendedto express
suchand suchan assumptionwhereasjn writing down the conclusionyou reachedn your notation,
your intentionwasnot to expresssud and sud a conclusionbut ratherto reac whaterser conclusionn
your notationfollowedfromearlier stepsby therules of your calculations.(p. 57; my italics.)

Harmans point is this: You cant intend the conclusion since you havent reachedit yet! Intending
to expressa thoughtinvolves a “translation” or “mapping” from the thoughtto the notation. After the
calculation(whichis purely syntactic) you “translate”or “map” fromthe notationto thethought;soit cant
have beenthe casethatyouintendedo expresshatthought.So,youdidn’t meanwhatyouwrotewhenyou
wrotethe conclusion-gpressedn-the-rotation.

Butthat's quiteodd. Considettheold sayingthatl dont know whatl think until | readwhat! wrote.
We uselanguageo “calculate”, to think. Indeed,l dont intendmy conclusionsbefoe | saythem—Isay
themandcometo believe themsimultaneouslyBut—andthis is my point—theg meanwhatthey meanin
the sameway thatthingsl dointendto saymeanwhatthey mean.

Harmancontinueghe previous quotationasfollows:

This suggestshatyou meansoandsoin usingcertainsymbolsif andonly if you usethosesymbolsto
expressthe thoughtthatso andso, with the intentionof expressingsud a thought. (Harman1987:57;
my italics.)

But that's not so. The whole point of symbolsand“calculation”is thatoncel intenda symbolto meanso
andso, thenthat’s whatit will alwaysmean(for me), whetheror not | intendit at ary giventime. That's
whatenablesneto saythatthe conclusion-gpressd-in-the-notation meansoandso. It'swhatenablesne
to (inversely)“translate”or “map” from the symbolsto meaninggandbackagain)freely, with or without
intentionsto communicate.

So: the italicized intention-clauseof the right-handside of the biconditional in the previous
guotationhasto be modified,perhapsasfollows:

Cognitive agentC meanghatsoandsoin usingcertainsymbolsif andonly if

1. C useghosesymbolsto expressthethoughtthatsoandso,and
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2. Conce(or initially) hadtheintentionof expressingsuchathought.

(Or perhapsa compositionatheoryof intendingwill dothejob: Surely eachof the basicsymbols
in a thoughtmeansomethingfor me if andonly if | usethemto expressa conceptwith the intention of
expressingthat concept. Compositionally a thought-symbomeanssomethingfor meif andonly if | can
useit to expressathought.Here,nointentionsto expressthatthoughtareneeded.)

6.2 The Objection from the Existenceof a Shared External World.

One of the major claims againsta conceptual-rolesemanticgs thatit ignoresthe contritution of a truth-
functionalsemanticsithe contrilution of refeence the fact that thereexists a real world out therethatis
sharedby interlocutors.Whatis the contrikution of truth-functionalsemanticandreferenceandwhatare
theagumentghat(1) they areneededand(2) thereexistsa sharedexternalworld? Let's look at (2) first.

Clearly that thereis an external world is a fundamentalassumption There are, to be sure,
G. E. Moore’s agumentsfor it in “Proof of an ExternalWorld” (1939), but they amountto little more
thana statemenof faith or aclaimthatin factwe assumehatthe externalworld existsor thatwe behae as
if it existed. That's consistentvith my versionof conceptual-rolssemantics.

Whatis refeence afterall? A cognitive agent(for example,Cassiepr |) usesatermt to referto
someentity e in its visual field or in its knowvledgebase. ConsiderFigures5 and 6.1’ The casewheret
refersto anentity in aknowledgebaseis purelyinternal(cf. Rapaportl988,§3.4, on deixis). Cassierefers
by t to the entity e thatshethoughtof oncebefore.Oscay hearingCassieuset, is promptedto think of ep,
which is the objectOscarbelievesto be equivalentto (or the counterparbf) the oneCassids thinking of.
Whetheror notthereis anactualobject,a, in theexternalworld'® thatcorrespondso Cassies e andOscars
€o isirrelevantto explainingthesemanticof t. If thereis suchana, thenthereis acorrespondencelation
betweere anda (andanexternalreferentialrelationbetweert anda). But thatrelationis notaccessibléo
anymind (exceptpossiblyGod’s, if onewishesto view the externalworld as(within) God’s mind).

In the casewheret refersto an entity in ones visual field, t still internally refersto an internal
representatione, this time causallyproduced(perhapshy someactualobjecta. If a exists, thenwhen
OscarhearsCassieuset, Oscar with luck, will take Cassieto be talking abouteg, which is equivalentto
(or acounterparbf) (Oscars representationf) Cassies g, asin Figures7 and8. Here,that(or whether)a
existsis irrelevantto the semantic®f t, andis notaccessibldy ary (human)mind. If Cassies andOscars
communicatre negotiationsareconstrainedy the“behavior” of e andep (seeRapaportl996,Ch.5), then
they might hypothesizdhe externalexistenceof a noumenabbjecta, but eachof themcanonly dealwith
theirphenomenat andeg, respecirely.

Taken together the knowledge-baseand visual-field casesexplain why and how a third person
can“assign[Cassies] predicatessatishction conditions”(Loar 1982:274-275). It alsotakescareof ary
argumentthattruth andreferenceareneeded Truth andreferencewe assumearethere,but inaccessible.
Hence,they couldnt be needed The contritution of truth andreferenceas by way of anattempt(doomed
to failure)to describewhattheworld is like: They aremetaphysicahotions.Recallthat Cassies claim that
Oscarknowsthat¢ is really just herclaimsthat Oscarbelievesthat$ andthatshe,too, believesthatd.

(Similarly, where a; are “real-world” objects and Rg is a “real-world” relation, her claim
that "R(xa,...,%,) ™ is true, in the sensethat (Jay,...,0n, R@)[Ra(01,...,0n)], is just her belief that
(Jay,...,0n, Re)[Ra(0i,...,0n)], asin Figure9. Thatis, Cassiewill have two “mental models”: One
is her mentalmodelof the actualworld; the otheris her setof conceptaboutthosethings. Perhapsasis
my wont, | ammultiplying entities.If so,thatjust strengthensny internalistperspectie: for eitherR andx
would have to go, or Rg anda would have to go; what's left is still internal.)

17| owe the style of pictureto Perlis1994.
18| Rapaportl976,1978,1981,1985/1986] calleda a“Sein-correlate”.
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Figure5: In the externalworld, a (if it exists) would bethe objectthat Cassiethinks of ase (andrefersto
by t) aswell asthe objectthatOscarthinks of aseg.

In Cassies belief space M2 = (Cassies beliefthat) e is namedt’
In Oscars beliefspaceM2 = (Oscars beliefthat) Bl is named Cassi e’
M/ = (Oscars beliefthat) Cassiebelievesthat M4
M4 = (Cassies) e isnamedt ’ (by her)
MB = (Oscars beliefthat) ey haspropertyd
MD = (Oscars beliefthatCassies) e is thesameas(Oscars) eg

22



Cassie

propernane obj ect

& %

lex ( °
é\._

L )
T

Oscar

agent

proper nane obj ect action

A

$
§

¥

X

Q (2

equiv equiv

. ropert
| ex o act obj ect property
i SN\ “
I ex propernane obj ect obj ect

Figure6: Detail of Figure5. Cassieutters't’; Oscarhears't’ andbelievesthat Cassids thinking of what

Oscarthinksof aseg.

Cassie

Oscar

(rest of network as before)

-
-

causal links

.

(rest of network as before)

|
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Cassie

(rest of network as before)

causal link froma to Cassie's eye

\ causal link from Cassie's eye to her language of thought

Figure 8: Detail of Figure7. The causallink from a to e is hereanalyzednto two links, onefrom a to
Cassies eye, andanotherfrom hereye to herlanguageof thought.

24



ANA

property  obj ect expression obj ect property

[N T

O,

predi cate property

Figure9: Cassies beliefsaboutpropertiesandpredicates.
ML = (Cassies beliefthat) RX
MB = (Cassies beliefthat) Rg(d)
M2 = (Cassies beliefthat) Expressior(i.e., terms)X internallyrefersto d
M4 = (Cassies beliefthat) PredicateR internally correspondso propertyRg
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6.3 David Lewis’s Objections.

David Lewis's"GeneralSemantics(1972)is oftencitedin objectiongo conceptual-rolsemanticsor, more
specifically to theoriesof “semanticinterpretationasthe assignmento sentenceandtheir constituentof
compound®f ‘semanticmarkers’ or thelike” (p. 169):

Semantionarkersaresymbols itemsin the vocalulary of an artificial languagewve may call Semantic
Markerese Semantidnterpretationby meansof themamountsmerelyto a translationalgorithmfrom
the objectlanguagdo the auxiliary languageMarkerese But we canknow the Markereseranslationof
an Englishsentencavithout knowing thefirst thing aboutthe meaningof the Englishsentencenamely
theconditionsunderwhich it would betrue. (p. 169.)

But sucha translationalgorithmis all that Cassie(or ary of us) cando. For Lewis, however, semantics
consistsof truth conditions. But how canCassiecometo know thosewithout directaccesgo the external
world? Perhapsshedoesnt needsuchaccess.After all, shedoesnt needto know the truth value of a
sentencepnly its truth conditions But that, aswe've seen,canbe handledcompletelyinternally How
would Lewis distinguishthat from Markerese?

Using Markereseis purely syntactic(pp. 169-170). So, ultimately saysLewis, we need“to do
real semanticsat leastfor the one languageMarkerese”(p. 169). But how? Perhapsvia namesplus
compositionality?If so,thenexceptfor the one-timecausalproductionof aninternalnameby an external
object,all is internalandsyntactic.And why would we need‘to do realsemantics”Perhapgo groundour
internalsymbols.But thatcanbedoneinternally (asl arguedin Rapaportl995,§§3.2.3—-3.2.4).

Lewis makesmuchadoaboutthefinitude of Markeresewhich “preventsMarkeresesemanticgrom
dealingwith the relationsbetweensymbolsandthe world of non-symbols”(p. 170). Of course,as Smith
(1985)hasremindedus(cf. Rapaport995,§2.5.1),semantic$n factdoesnot dealwith thatrelationor with
“the world of non-symbols” Lewis’s pointis that“meaningamayturnoutto be. .. infinite entities”(p. 170);
ourminds,however, arefinite (cf. Smith's (1985)notionof “partiality”, discussed Rapaport995,52.5.1).
The infinite entitiesthat Lewis takes meaningsto be are (roughly) intensionsin the Montagwian sense:
functionsfrom indicesto extensions(cf. p. 176). Presumablysincethesetake infinite possibleworlds
amongtheindices,they areinfinite, hencecould not be Markerese But Markeresesymbolscould befinite
specificationgindeed algorithms)of suchfunctions,for example,a propositionahode(for example,M2 in
Figure10) plusits surroundingnetwork, togethemwith anaugmented-transitionetvork parsing-generatm
algorithm,which “tells” Cassiehow—or providesfor her a method—todeterminethe truth conditionsof
‘Lucy petsadog’.

‘Truth’ conditionsare,however, a misnomer Betterto call them'belief conditions:Cassieshould
believe ‘Lucy petsa dog’ if andonly if shebelievesthat B1 represents&n entity named'Lucy’, andshe
believes(dere) thatB2 representa memberof the classof dogs,andshebelieves(dere) thatBl performs
the actionsof pettingB2. (Her believings mustbe de re, sincesheneednot have any beliefsaboutclass
membershipandsheneednot have ary beliefsaboutacts,actions,or their objectsassuch.)

6.4 Timothy Potts’s Objections.

Timothy Pottss essay‘Model TheoryandLinguistics” (1973)is instructve, becausdie agreesvith much
of whatl have hadto sayyet still locatesmeaningn theworld.

He beginsby observingthatin modeltheory one“translates’oneformal systemo another'whose
propertiesare alreadyknown .... [T]he systemsthusrelatedto the one underinvestigationare termed
‘models’of it andknown propertieof themodelscanthenbeextrapolatedo thenew system”(p. 241). This
is a clearstatemenbf semanticunderstandindgpy generalcorrespondenceith anantecedentlyinderstood
domain; arnything, presumably can be a model of arything else. The problem, as Pottsseesit, is that
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Figure10: Cassies beliefthatLucy petsadog:
M2 =Bl is namedLucy’;
M/ = B2 isadog;
Mo = Bl petsB2.

modeltheorycannotprovide a theoryof meaningfor naturallanguageconsideredasa formal system.His
argumentis that(1) atheoryof meaningequiresarelationbetweeralanguageandtheworld, not between
two languages and (2) modeltheory only gives a relation betweentwo languages.Consistentwith my
supportfor conceptual-rolsemanticsl canaccept(2), thoughl will reject(1). More interestingly we will
seethatPottss agumentfor (1) self-destructs{AnotheramgumentPottshasis thatnaturallanguagdsn't a
formal systemin thefirst place. But it is a syntacticsystem,andthat’s all that’s neededor the cased am
concernedvith.)

First, somepreliminary remarksto remind you of the theory| have beenadumbrating. Aren’t
language-translatiomanualstheoriesof meaningof onelanguagein termsof another? As | amguedin
Rapaportl995,§3.2.4,a spealkr of Englishwould be satisfiedif told thatthe Frenchword ‘chat means
“cat”, while a speakr of Frenchmight be satisfied(thoughl have my doubts!)if told—asone French
dictionaryhasit—thatit means petitanimaldomestiquedontil existeaussiplusieus esgcessauvaes.®
But ‘cat’ itself needgo begroundedn a demonstratie definition of the form “that animaloverthere”. But
thenwe simply have a correspondenceontinuum(Smith 1987): ‘chat meangor is “grounded”in) ‘cat’,
which in turn is groundedin the expression‘that animal over there”, which, finally, is groundedin that
animaloverthere.To learn“the meaning”of ‘ chat, oneonly hasto stopatthefirst antecedentlyinderstood
domain. And, in ary case the expressiortthat animalover there”is at bestaninternalconcept.The only
“hooksontotheworld” (Potts1973:241)arereally hooksontootherinternalnodes.Sotheexpressiorfthat
animaloverthere”is really a pointer—not to theworld—hbut to aninternal(non-linguistic)representationf
theworld, asl arguedin Rapaportl995,§52.5.1and2.6.2(cf. Rapaportl996,Ch. 8, §3.1,andPerlis1991,

19pictionnaire de Frangis (Paris: Larousse1989):187. Translation:A catis a smalldomesticanimalof which therealsoexist
mary wild speciesHardly anadequatelefinition!
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1994).
Pottshassomeusefulthingsto sayaboutmodels.Hefirst distinguishes

betweerbeinga structureandhavinga structure:Somethings a structureif it hasdistinguishablearts
or elementsvhich areinterrelatedin a determinatavay. ... [T]wo differentthings,eachof whichis a
structure canin certaincircumstancebe saidto have thesamestructure. ... (p. 244;Pottssitalics, my
boldface.)

‘Structure’ seemsntendedasa neutralterm;it is, in my terminology a syntacticnotion, sinceit refersto a
systemwith “elements”thatare“interrelated”. To clarify this distinction, Pottsdiscusseshe exampleof a
three-dimensionakardboardnodelof a houseanda two-dimensionablueprintasa modelof a (possibly
thesam@ house:

Both the drawings andthe cardboardnodelwould thenqualify asmodelsof the building, each
of themhaving a structurewhich is alsoa structureof the building. But now supposehatwe
have only the drawings andthe cardboardmodel: the building hasnot yet beenconstructed.
How canwe saythatthey aremodelsof a building, whenthereis no building of whichthey are
models?andhow canwe saythatthey aremodelsof the samebuilding?...

Theseconsiderationshav that the expressionis a model of is, in logician's parlance,
‘intensional’. Accordingly we cannotsaythat what makes somethingwhich is a structurea
modelis thatthereis somethingelsewhichis alsoa structureandthatboth have a structurein
common.(p. 245.)

Thatis, ‘is amodelof’ isintersionalin thesensedhatits secondargumentneednotexistin theexternalworld
(cf., e.g.,Rapaportl985/1986).More to the point, however, is the factthat'is amodelof’ is asymmetric.
In ary casethecommonstructue canbetakenasanintertional object(asl arguedin Rapaportt978),and
both the cardboardstructureandthe blueprintcan be taken as models(actually “implementations”)of it.
Nor doesit follow from the intensionalityof ‘is a modelof’ thatthe cardboardstructureis not a modelof
theblueprint.Clearly, it canbeone,aslong asthe appropriatanappinggcorrespondenceskist (or canbe
defined).

Pottsprovides an algumentconcerninga gap betweenthe languageusedto describea modeland
themodelitself:

In [mathematicaljmodeltheory the structureswhich are correlatedwith formal systemsare abstract
structuresand thusinaccessiblgo perception. This is supposedo make no essentialdifference. ...
(p.247.)

The situationwith abstractstructuresaccordingto Potts,is thatthe abstractstructurethatis the model of
the formal systemis not directly correlatedwith it. Ratheythe only way to accesghe abstractstructureis
via anantecedentlyinderstoodneta-languagéor it, andit is the correlationsbetweernthat meta-language
andtheformal systems objectlanguagehatdo the work:

the abstractstructureis a merebeetlein a box. ... We are not really studyingthe relationsbetween
a formal languageand an abstractstructure,but betweentwo languages.Model theoryis, rather an
exercisein translation We have given meaninggo the formulaeof our object-languagéy specifying
how they areto betranslatednto propositionof anestablishedlanguagewith whichit is assumedhat
we arealreadyfamiliar ; to this extentit is truethatmodeltheoryis concernedvith meaning.(p. 248;
Pottssitalics, my boldface.)

So,Pottshasnow amguedfor (2): modeltheoryonly givesarelationbetweertwo languagesl agree.
He still needgo arguefor (1): thateventhoughsuchinterlinguistictranslatiortis concernedvith meaning”
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to some“extent”, areal theoryof meaningrequiresa relationbetweenanguageandthe world, thatis, that
meanings refeence notsenseor conceptuarole.

As | seeit, of course,it’s primarily senseor conceptualrole. Why do | seeit thus? For de
dictdintensionareasonsl’m concernedvith thebeliefsof a cognitive agent, notwith whetherthosebeliefs
aretrue. Referencenteran two ways. (a) | explicatesenseasakind of referenceo a domainof intensional
entities(cf. Rapaportl995,52.6.1). (b) Symbolgroundingalsorequiresa kind of referenceput thisis a
relationbetweerinternalnodespnly someof which areperceptuallycausedRapaportl995,53.2.4).

Pottss agumentfor his claim thatmodeltheorydoesnt do thejob undercutsis claim about(1):

Thusit is justa confusionto supposehatmodeltheorycansayanything abouttherelationof language
to the world; it can, at best, only elucidateone languageby referenceto another This is all thatis
neededor its proper mathematicahpplication for if themetalanguagss itself aformallanguagevhose
propertieshave alreadybeenstudied,thenthe possibility of specifyinga translationfrom the objectto
the metalanguagallows usto concludethatthe object-languag&ascorrespondingroperties.Talking
of a structurein this connectionis thenquite harmlessthoughredundant.... sothe questionwhether

. expressiongof the meta-languagejave a meaningby denoting[elementsof the abstracistructure]
... neednotconcerrus. (pp. 248-249.)

This is astounding!For it canbe taken to amguefor our purely internal, methodologicallysolipsisticview
by makingthreesubstitutions:(i) ‘real world’ for ‘abstractstructure’(afterall, the realworld is supposed
to provide the semantiagroundingfor our languagejust asa modelis), (ii) ‘Cassies languagefor ‘meta-
language’and(iii) ‘Oscars languagefor ‘objectlanguage’. Thatis, think of two cognitive agentsCassie
andOscartrying to talk aboutthe sharedexternalworld by communicatingvith eachother:

[We] can, at best,only elucidate[someoneelses] languageby referenceto [our own]. This s all that

is neededor [understanding]for if [Cassies language]is itself a formal languagewhoseproperties
have alreadybeenstudied[—thats, is antecedentlyinderstoodsyntactically—]then the possibility of

specifyinga translationfor [Oscars languagelo [Cassies languagehllows usto concludethat[Oscar
understandshingsasCassiedoes]. Talking of [the realworld] in this connectioris thenquite harmless,
thoughredundantSothequestionwhetherfCassies languagéhas]a meaningoy denoting[thingsin the

realworld] neednotconcernus.

Syntaxplussuccessfutommunicatiorsufiicesfor semantics(l explorethisthemein Rapaportl996,Ch.5,
§3.)
6.5 Barry Loewer’s Objections.

Barry Loewer’s essay “The Role of ‘ConceptualRole Semantics™” (1982, cf. Lepore& Loewer 1981),
offers a Davidsonianargumentthat truth-conditionalsemanticswill provide the coreof anaccountof the
understandin@f languageusedin communication”(p. 307). Hereis my reconstructiorof his agument.
Considetthefollowing reasoningo justify aconclusionthatit’s snawing:

1. Arabella,aGerman-speal, looksoutthewindow andutters”Essdneit'.

2. (a) ‘Essdneit is anindicative sentence.
(b) Arabellais generallyreliable.
(c) .. Arabellas utteranceof ‘Essdneit is true.

3. ‘Essdneit istrueif andonly if it's snawing.

4. - It'ssnaving.
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Now, (4) is supposedo be the conclusionthat Arabellas German-speakintistener Barbarella,comesto.
Here, truth conditions(3) appearto play an essentiarole in the inferenceto (4), thatis, in Barbarellas
understandingvhat Arabella said. In contrast,Arabellas non—German-speakingstener Esa, doesnot
conclude(4), presumablhbecauséedoesnotknow thetruth conditions.But let’s consideBarbarellas and
Esas caseseparately

Casel: Barbarella.
Whatis it thatBarbarellacomesto believe after (1)? Answer:thatit is snawving, thatis, a beliefthat
she,too, would expressas‘Es schneit. Shebelievesthe proposition not the utterancecf. Shapiro
1993);atleast,let’'s supposeso,thoughin this caseit doesnt matter

But she doesnt haveto arrive at that belief by believing (3). Take her first-personpoint
of view: Shehears'Es schneit; sheprocessedt as an indicatve sentenceand she constructsa
mentalrepresentationf the propositionit expresses Shebelievesthat propositionbecausef (2b),
simpliciter. Thus,neither(2c) nor (3) areneeded!

Moreover, (2¢) presumablyfollows from (2a) and(2b) by somerule suchasthis:
() Indicative sentencestteredby generallyreliablepeoplearetrue.

But (i) is defeasible Generallyreliablepeoplecanbemistalen. For instance Arabellamight, without
realizingit, belooking ata movie setwith fake snawv; or Barbarellamight notrealizethat Arabellais
actingin themovie andmerelyutteringherlines! However,

(i) Indicatve sentencesutteredby generallyreliable people are believable (or: ought, ceteris
paribus, to be believed).

seemgnorereasonabl@andall thatis neededor Barbarellato cometo believe thatit is snaving. So
(3) is not neededat all. And neither then,is truth-conditionalsemanticsneededo accountfor the
communicatre useof languagedor, atleast,Barbarellas communicaire use).

Case2: Esa.
Loewer ignoresEsa,exceptto saythatall Esacomesto believe is thatwhat Arabellasaid (whaterer
it meant)is probablytrue. On my view, Esacomesto believe not that but, rather that he oughtto
believe what Arabellasaid(eventhoughhe doesnt know whatthatis). Onceagain,truth conditions
arenotneeded.

But supposéahat Esa,althoughnot a native spealkr of German(like ArabellaandBarbarella)js
learning Germanandcantranslate Es, ‘scneit, andN+V sentenceto, say English. ThenEsa
canreasommoreor lessasfollows:

1. Arabellauttered Esscneit (asbefore).
2. (a) 'Essdneit is anindicative sentence.
(b) Arabellais generallyreliable.
(c) ... Arabellas utteranceoughtto be believed (ceterisparibus).
3. ‘Essdneit meang(i.e.,translate®s)"It’ s snaving”.
4. .1 oughtto believe (ceterisparibug) thatit’'s snawing.
Step(3) shouldbe understoodnot assayingthatthe meaningof the Germanexpression Es schneit

is the Englishexpressiortit’ s snawing’, but assayingthat’ Es schneit meanghe samethingas’It’ s
snawving’ (or: playsthesamerolein Germarthat'lt’ ssnawving’ playsin English),where'lt’ ssnaving’
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meang(say) ML—where,finally, ML is a mentalrepresentatiom Esas languageof thought. Again,
thereis no needfor truth conditions.

Another possibility is that Esa speaksno Germanat all, but also looks out the window and
(somehw) infersor makesaneducatedqyuesshat’'Esscneit expressesheweather SinceEsasees
thatit's snaving, he infers or makes an educatedyuessthat ‘' Es schneit meansthatit’s snaving.2°
Again, thereis no role for truth conditionsto play in accountingfor communicativaindestanding
More preciselythereis norole for externaltruth conditions(whichis thesortthatDavidson,Loewer,
et al., aretalking about). Arguably Esas internalrepresentatiomnf the factthatit’s snaving plays
thesamerole internally thatexternaltruth conditionswould play in the Davidsonian/Logerianstory
But thisis akinto internalreferencelt is all internal,andall syntactic.

Let me concludemy discussiorof Loewer with one more lengthy quotationwith which | almost
agree:

Thequestionof how oneunderstandthelanguagenethinksin doesseento beapeculiarone.... CRS
[conceptual-rolesemanticsklarifies the situation. It is plausiblethat understanding certainconcept
involvesbeingableto usethat conceptappropriately For example,to understandhe conceptredis, in
part, to be ableto discriminatered things. Accordingto CRSan expressionin P’'s Mentalesehasthe
contentof the conceptredjustin caseit playsthe appropriateole in P's psychologyincluding his [sic]
discriminatingredthings. It follows thatif someexpressiorof P’'s Mentalesas the conceptredthenP
automaticallyunderstand#. The answemay appearto be a bit trivial—P understandshe expression
of his Mentalesesinceif he didn't it wouldn't be his Mentalese—bt it is the correctanswer If there
areary doubtscomparehe questionsve have beenconsideringwith “In virtue of whatdoesa computer
‘understand’the languageit computesin?” Of coursethe understandingnvolved in understanding
Mentalesés differentfrom the understandingnehasof a public languagel arguedthatunderstanding
the latterinvolvesknowing truth conditions. Not only would knowledgeof truth conditionscontribute
nothingto explaininghow we understandentalesebut, it is clear, we do notknow thetruth conditions
of Mentalesesentences(Or, for that matter eventhe syntaxof Mentalese.)If P wereto encountera
sentencef Mentalesenritten onthewall (in contrasto its beingin justtheright placein his brain),he
wouldn't have thevaguesideaof whatit meanshecauséedoesnot know its truth conditions.(p. 310.)

Thereis muchto agreewith here—ecept,of coursethatunderstanding publiclanguageasl have argued,
doesnot “involve knowing truth conditions” (exceptin the sensewhich Loewer would not accept,that
Esa,above, might have “internal truth conditions”). P’s “automatic” understandingf expressionsof his
Mentalesds just what| have elsevherecalled“getting usedto” (Rapaportl995,§2.1), thatis, syntactic
understanding.

WhataboutLoewer’slastclaim, that“lf P wereto encountensentenc®f Mentalesavrittenonthe
wall ... hewouldn't have thevaguesideaof whatit meansecausé&edoesnotknow its truth conditions”?
ConsiderCassie She too, hasno knowledgeof herlanguagef thoughtnoknowvledgeof nodesarcs,or arc
labels.Only if shewerea cognitive scientistandhadatheoryof herunderstandingvould shebe ableto go
beyondmeresyntax.Evenso, it would all beinternal: Hertheorythatherbeliefthat,say Lucy is rich hada
certainstructureof, say nodesandlabeledarcswould be expressedn herlanguageof thought.Shemight,
for example,believe (correctly)thatherbeliefthatLucy is rich consistedf two propositionsthatsomeone
wasnamed'Lucy’ andthatthatsomeonewvasrich. In turn, shemight believe (correctly)thatthe first of
thesehadthestructurethatan objecthada propernamethatwaslexically expressedy ‘Lucy’ andthatthe
secondhadthe structurethatthatobjecthada propertylexically expressedy ‘rich’. But herbeliefthatthis
wassowould involve herhaving nodescorrespondingo the arcs of heractualbelief, asin Figure1l. This

205hortly after presentinga versionof this paperto my researctgroup, my colleagueShapirolooked out the windaw, pointed,
andsaid(truthfully), “It' ssnawing!”. Someonéalkingto usin thatcontext but whodidn't understandEnglishwould probablyhave
cometo believe thatit wassnaving andthatthat's what Shapirohadsaid.
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Figurell: Cognitve-scientisCassies theoryof herlanguageof thought.M2 andM4 togetherconstituteher
belief thatLucy is rich. M5, MB, MLO, ML1, andML2 togetherconstitutehertheoryaboutthe structureof
thatbelief, where,e.g.,Mb is anode(abelief) correspondingo (i.e., that“nodifies”) theobj ect -arcfrom
M2 to B1.

M2 = (Cassies beliefthat) B1 is namedLucy’

M4 = (Cassies beliefthat) Bl isrich

M6 = (Cassies beliefthat) B1 is a (memberof the classof) objects

MB = (Cassies beliefthat) Bl is relatedby the pr oper nane relationto ML

MLO = (Cassies beliefthat) Bl is relatedby thepr oper t y relationto MB

ML2 = (Cassies beliefthat) MB is lexically expressedy ‘rich’

ML1 = (Cassies beliefthat) ML is lexically expressedy ‘Lucy’




is all internal,andall syntactic.Now, couldshehave atheoryof thetheoryof herlanguageof thought?That
is, couldshetalk aboutthelabeledarcsusedin thattheory?Only by meansof “nodifying” them.But there
will alwaysbemorearclabelsaboutwhich shecannottalk (andof which, in goodWittgensteiniarfashion,
shemustbesilent). Cassieherselfcanhave no semantiaunderstandingf herown languageof thought;she
canonly have a syntacticunderstandingf it, i.e., sheis doomedo only useit.

Therearefurther complications.Cassies theoryof herlanguageof thoughtneednot be a theory
aboutarcsandnodes. It might (hearen forbid!) be a connectionistheory Evenif hertheorywere about
arcsandnodes,andevenif hertheory of representatiomatchednher actualrepresentation§as opposed,
say to a differentnode-and-arcepresentatiorg.g.,usingthe alternatve SNePStheory of RichardWyatt
1989,1990,1993,or perhapsa KL-ONE theory), still shewould not be ableto supply“truth” conditions,
since shewould not be able to mention(but only us@ her own representations.Only a third person—
a computationaheuroscientist—cadd determinewhetherher theorywere true—thatis, could determine
whetherthe representationsf hertheorycorrespondetb heractualrepresentationgAnd then,of course,
this couldonly bedoneinternalto thecomputationaheuroscientiss own mind—hut | won'’t presghatpoint
here.)

6.6 William G. Lycan’s Objections.

William G. Lycandefendsthe needfor truth conditionsin his Logical Form in Natural Languaye (1984),
amguingthattruth playsarole in thetranslationfrom utteranceo Mentalese:

If a machineor a human hearerunderstandsy translating, how does the translation proceed?
Presumablyarecursionis required. ... And whatpropertyis thetranslationrequiredto presere? Truth
togetherwith its syntacticdeterminatioris theobviouscandidate Thus,evenif oneunderstandm virtue
of translating,onetranslatesn virtue of constructinga recursve truth theoryfor the targetlanguage.
(p.238.)

Now, thetranslationmayin fact presere truth. | dont dery thatthereis suchathing astruth (or external
reference),only that it's not neededto accountfor how we understandanguage. But the translation
algorithm (the semanticaprocedureof proceduralsemanticsmakes no more explicit appealto truth (to
truthvalue$ thandorulesof inferencen logic. Truthcanbeusedtio externallyjustify or certifythealgorithm
(or therule of inference) but the translation(or the inference)goesthrougharyway; in a purely syntactic
fashion.

Negotiation,however, doesplay arole in adjustingthetranslation.In fact,thetranslationmight not
presere truth. But the proces®f languageunderstandings self-correcting.

... the assignmenof full-fledgedtruth-conditionsto sentence®f a naturallanguagehelpsto explain
why a populations’having that languageconfersa selectionaladvantageover otherwisecomparable
populationghathave none(this pointis dueto Dowty ...) .... (p. 240.)

| take thisto be partof “negotiation"—onlyhereit’ s nggotiationwith theworld. Is it possiblethatthe claim

that truth-conditionalsemanticgplaysa role in our understandingf naturallanguaggustis (1) to accept
the existenceof (a) otherswith whomwe communicateand(b) theworld and(2) the needfor negotiation?
Sellarsand Harmandont think so?! They allow for language-entry¥ét rules. If (1) and(2) do amount
to the needfor truth-conditionalsemanticsthen| supposeawve're just differing on, excusethe expression,
semanticsand| probablyamtakinganintermediarypositionala Loewer etal. Still, from thefirst-person
point of view, giventhatthereis externalinput, the restof the storyis all internal. (I explore the issueof

negotiationin Rapaportt996,Ch.5.)

210r maybethey do—cf. Harmanon wide functionalismandmy reply to that, Rapaport1996,Ch. 6, §5.2.
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6.7 Jerry Fodor and ErnestLepore’s Objections.

In “Why Meaning(Probably)lsn’t ConceptuaRole” (1991)22 Jerry Fodor and ErnestLeporeargue, not
that conceptual-rolessemanticss wrong but thatit is inconsistenwith two otherprinciplesthat normally
accompan it: compositionalityandthe analytic-synthetidistinction(p. 332). Now, personally| like all
three.Soam| doomedo inconsisteng? I'd like to think not. Let's see.

Fodor and Lepore begin with an assumption(which suggeststhat the inconsistenttriad of
conceptual-rolesemantics,compositionality and the analytic-syntheticdistinction may, rather be an
inconsistentetrad) “that the factthataword ... meanswhatit doescant be a brutefact. ... [S]emantic
propertiesmust supervenen nonsemantigroperties”(p. 329; for more on superenience,seeRapaport
1999). This doesnt mean“that semanticproperties... [are not] irreducibly intentional, or irreducibly
epistemologicalpr irreducibly teleological” (p. 329). It doesmeanthat“Ilt cant be a brutefact... that
‘dog’ meangdog andnot protonandthat‘proton’ meangprotonandnotdog” (p. 329).

Now, first, why cant thatbeabrutefact?It’s certainlyanarbitrary fact;for example,'dog’ doesnt
resemblelogs.So‘dog’ could have meant‘proton” or even*“cat”. Why does'dog’ mean“dog”? Thestory
is, no doubt, buriedin pre-etymologicahistory, but one canguessthat at sometime, someonesaid ‘dog’
(or someetymologically-reladd ancestor)whenin the presencef a dog. Isn't thata brutefact? And, if
S0, it certainlyseemdo be a semantidactin just aboutevery senseof thatterm,includingthatof external
correspondencelt is, no doubt, also anintentional(or perhapsepistemologicabr teleological)fact, but
perhapghat’s justwhatit is to bea semantidact.

Now, asit happensjust this story s cited by FodorandLeporeasan exampleof a norrsemantic
answer(p. 330). It's oneof the versionsof whatthey call “Old Testamentsemantics;accordingto which
themeaningof anexpressiorsupeneneson the expressions relationto thingsin theworld” (p. 329). Now,
| certainlyamnotanOld TestamensemanticistThatis, althoughl recognizethattherewas,at sometime,
a causallink betweendogsand‘dog’, no doubtmediatedby an internal mentalrepresentatiorf a dog,
neverthelesghat’s not, for me, the fundamentameaningof, say my useof ‘dog’. For onething, | might
never have seena dog; I’ ve certainly never seenan aardwark, or a proton,or a unicorn, yet the wordsfor
dogs,aardwarks,protons,andunicornsareequallyandin the samekind of way meaningfuto me 23 Sotheir
meaninganusthave to do with somethingotherthan (perceptualkexperiencef them. But evenif | were
an Old Testamensemanticist]’ d considerthe dog-‘dog’ relationto be a semanticone,and brute at that.
(For anothetthing, asFodorandLeporepointout, therearethe Fregean'morning star’-‘eveningstar’ cases,
whereOld Testamensemanticsvould counttheseasstrictly synorymous,thoughclearlythey arenot.)

By contrast,thereis “New Testament’semanticsthat is, conceptual-rolesemanticsaccording
to which, semanticsupereneson “intralinguistic relations” (p. 332). With this, of course—moduldahe
‘supenenienceterminology—Ilagree. But aresuchrelations‘non-semantigroperties”?Yesandno: They
arethe syntacticbasecaseof a recursve conceptionof semanticsthey aresyntacticsemantic§Rapaport
1995,2000b).

Let me note herethat Fodor and LeporeseeNew Testamensemanticanore as inferentiatrole
semanticsalbeitbroadlyconstruedcf. pp.330-331.t is interestingo notethatthetitle of their paperuses
‘conceptual’,yet their agumentsarereally aboutinferentialrole semantics(This wasfirst pointedout to
meby ToshioMorita.) We will seetheimportanceof this distinctionlater(§6.7.2.1).

22|n additionto the provenanceof this paperasgivenin Fodor& Lepore1991:328fn (i.e., adaptedrom Fodor& Lepore1992
(cf. their Chapter6) andoriginally presenteatthe 1991 ChicagoLinguistic Society(andpublishedn its proceedings)it wasalso
readby Fodoratthe SUNY Buffalo Centerfor Cognitive ScienceConferencen CognitionandRepresentatio(April 1992).

23And my sons first acquaintancéat the ageof 3) with ducks,lambs,cows, pigs, etc., wasthroughpictures,not by seeingthe
realthings. Yethe had(andhas)no problemunderstandinghosewordsor applyingthemcorrectly
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6.7.1 The allegedevils of holism.

Conceptual-rolssemanticentailsholism,which FodorandLeporeseeasa badthing (p. 331). I, however,
rejoicein theentailmentWhy is conceptual-rolsemantic$olistic? Becauseby abenignslipperyslope,if
anexpressiors meanings its conceptua(or inferential)role in thelanguageit mustbeits entire role in the
entire languagenot somearbitrarysubpariof either Why is holismsupposedo bebad?Becausét follows

that no two peopleever sharea belief; that thereis no suchrelationastranslation;that no two people
ever meanthe samething by whatthey say;thatno two time slicesof the samepersonever meanthe
samething by whatthey say;thatno onecanever changehis [sic] mind; thatno statementsor beliefs,
caneverbecontradicted..; andsoforth. (p. 331.)

Perhapsomeof thesedo follow; but why arethey bad? Or, rather canwe find the silver lining in this dark
cloud?Let’'s considertheseoneby one.

1. Notwo peopleever shae a belief: This doesnot follow. If CassiebelievesthatLucy is rich, andif
Oscaralsobelievesthat(thesame)_ucy is rich (andif theirlanguage®sf thoughtexpresshesebeliefs
in the sameway), thenthey sharethatbelief. (Their language®f thoughtmay differ, of course but
| take it that that’s not the point Fodor and Lepore are making.) The essentialcore of the belief
(theway it is representedr expressedits intrinsic featuey is identifiableindependentlyf its place
in the network andis commonto its “instantiations”in CassieandOscar Some,like Stich (1983)
and probablyFodor and Lepore, might not wantto call this a “belief”. But, unlike Stich, | am not
herespeakingof anisolatednet consistingonly of the nodesandarcsrepresentingLucy is rich”.
The belief that Cassieand Oscarhave in commonis indeedembeddedn a rich framework of other
concepts.But thereis a non-arbitrarilyidentifiable core that they shareandwhich is directly (and
solely)responsibldor their utterancesof their beliefs?* Of coursejf Cassiebut not Oscar believes,
in addition,that Lucy is tall, or if Oscar but not Cassie believes, in addition,that rich peopleare
snobsthenthe (inferential)rolesof their beliefswill differ, and,so,the meaningsf their utterances
that “Lucy is rich” will differ. Thatis, the relational propertiesof the two “instantiations”differ,
sotheir rolesdiffer. Hence,by conceptual-rolesemanticstheir meaningdiffer. So,in a senseno
two peoplecansharea “full” belief; to do that, they would have to have the exact samesemantic
network, which, if notimpossible,is highly unlikely. But CassieandOscarcansharea beliefin a
moreconstrainedyet not arbitrarily constrainedsense(Cf. (3) and(4), belaw.)

2. Ther is no sud relation as translation: If this meanssomethinglike literal, word-forword,
expression-foexpresson, yet idiomatic translationwith no loss of even the slightestconnotation,
thenit indeedfollows, but is merelysad,notbad.Languagesrejusttoo subtleandcomplex for that.
Literarytranslationis anart, notasciencg(cf. e.g.,Lourie 1992). True,  Essdneit or ‘il neigg seem
to translateprettywell as'it’ ssnaving’. (Or dothey? Would ‘it snavs’ bebetter?Arguablynot.) But
how about'Pierre a un coeurde pierre? “Peterhasa heartof stone” missesthe pun. Thetrouble
is thatthe networks of associationgor ary two languagedgliffer somuchthatthe conceptuatolesof
its expressionsnustdiffer, too. So,translationis out; paraphrasesr counterpartarethe bestwe can
get. But atleastwe cangetthose.

3. No two peopleever meanthe samething by what they say: This alsofollows but is not bad. Your
utteranceof ‘Lucy is rich’ doesnot meanwhat mine does,becausef the differing conceptuatoles
eachplaysin ournetwork of conceptsYetwe do managdo communicateHow so?BertrandRussell
onceobseredthatif we did meanexactly the samethingsby whatwe said,therewould be no need

24For asuggestioron how to identify this core,seeRapaport. 988, Appendix2.
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to communicatg1918:195-196). So lack of exact synorymy may be a necessarypreconditionfor

communication.If youtell me“Lucy is rich”, | understang/ou by mappingyour utteranceinto my

concepts.Sincewe speakthe samelanguageandlive in the sameculture,we sharea lot of the same
conceptssothe mappingis usually pretty good,thoughnever perfect. WithessCassieand Oscatrin

(1), abore: For Cassieatall personis rich (but not necessarilya snob); for Oscar Lucy is a snob
(but not necessarilytall). Thoughwe understandslightly differentthingsby what we eachsay we

understanchonetheless.

Supposehowever, thatwe dont understancachother Supposd think that ‘punt’ means
“kick theball andseewhereit lands” (or supposehat! have noideawhatit meanstherthanin the
football metaphor‘we’ll just have to punt”, uttered,usually in circumstancesvherewe’re goingto
try to do somethingand,if it fails, “we’ll justhaveto punt”, thatis, we’ll have to figure outwhatto do
atthattime). (Perhapst is clearto readersvho know moreof football thanl thatl dont understand
whatit means!)Now supposéhat| sayto you, “if this planfails,we’ll justhave to punt”, but youdo
understandvhatit meansandtake meto betelling you thatif whatwe try fails, thenyou’ll have to
find a solution. Clearly we've failedto communicatef that's notwhatl intended.Equally clearly a
bit morediscussioron our partscanclarify the situation,canhelp eachof usreadjustour networks:
“Oh, whatyoumeantby ‘punt’ is X”; “Oh, whatyoumeantby ‘punt’ is Y, andyou know betterthanl
do, sincel don't follow football, so,from now on, that's what!’ll meanby ‘punt’, too”. This permits
us to understandeachother eventhoughwe dont ever mean(exactly) the samething by what we
say?5

. No two time slicesof the samepersonever meanthe samething by whatthey say: This s alsotrue,
but not bad. In this very sentencahat you arenow reading,l dont meanby ‘mean’ whatl meant
in the previous sentencen which | usedthatword, sincethat sentencevas expressedy an earlier
time slice of me, who didn't have this sentencehat you are now readingas part of his network 26

Indeed theimmediatelyprevious sentencextendsthe conceptual-role-seantc meaningof ‘mean’.

Neverthelesstheres enoughof anoverlapfor communicatiorio succeedSincethisis thefirst-person
case however, which I'm mostlyinterestedn, let's consideiit abit further

Oneway to clarify the problemis to explicatethe conceptualole of anexpressiornE asthe
setof “contexts” containingit. For aconcretanstancein the SNePSasethis couldbethesetCR(E)
of all nodesthat dominateor are dominatedby the nodefor the conceptexpresseddy E. (Thatset
may well turn out to be the entire network, not necessarilyexcluding the nodesfor the conceptand
expressionthemseles.) Now, supposeCassiehearsa new sentenceéhatusesE. ThenE’s conceptual
role changego anew set,CR(E) =CR(E) U S whereSis the setof all the nodesnewly dominated
by anddominatingthe E-node. SincesetsareextensionabeastsCR(E) #CR(E). This, | take it is
the problemthat FodorandLeporesee.

25Note that we have to steera coursebetweenthe RussellianSgylla of the non-necessityf communicationdueto complete
understanding@ndthe Charybdisof the impaossibility of communicatiordueto completelack of understandingasin the Calvin
and Hobbescartoon(1 Septembed992)in which Calvin obseresthatsince“any word canmeanarything”, thenby “inventing
new definitionsfor commonwords,... we’ll beunableto communicate”(Or the Sibling Revelry cartoon(Lew Little Enterprises,
UniversalPressSyndicate, 10 July 1991)in which a girl says,‘l never knew whatpower thereis in controllingwords. If theres
something dont like, | justchangeheword for it. For example,if somethings selfishor stupid,!’ll justcallit ‘neat’ I'm going
to dothatto all thewords”, to which herbrotherreplies,“What a neatidea”) The Charybdisoptiontakesusbackto the problem
of translation.

26And if you re-readthat sentencethe meaningswill be changedby whatyou subsequentlyead. As Italo Calvino (1986:19)
hassaid, “There shouldthereforebe a time in adultlife devotedto revisiting the mostimportantbooksof our youth. Evenif the
bookshave remainedthe same(thoughthey do change|n thelight of an alteredhistorical perspectie), we have mostcertainly
changedandour encountewill beanentirelynew thing”
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| think therearetwo waysoutof it. Onel sketchedsometime agoin “How to Make theWorld
Fit Our Language”(Rapaport1981): As the conceptualole of an expressiongrowns, somepartsof
it will be seenasmore centraland, indeed,more stablethan others. (Cf. Quines “web of belief’
(1951,86). Ehrlich 1995,Ehrlich & Rapaportl997,andRapapor& Ehrlich 2000spellthis outin a
computationatheory of vocahulary acquisition.) Sucha central,stable,dictionary-like “definition”
of anexpressionwill seneto anchorbothinterpersonatommunicatiorandintrapersonameditation.
After all, we don't normally bring to beareverythingwe know abouta conceptwvhenwe hear use,or
think aboutit. (This canalsoexplain how two peoplecansharea belief.)

Theotherway out involvesusingthetechnigueof non-well-foundedsettheoryto provide a
stableidentificationprocedurdor nodesin ever-changing(or evencircular) networks. Thedetailsare
spelledoutin Hill 1994,1995.

5. No onecanever change their mind: This doesnot follow. As (4) shaws, it's far from the casethat
no onecanchangetheir mind. Rathey everyonealwayschangegheir mind (literally, in the caseof
Cassie) But that’s not a problem,for thereasongivenin (4).

6. No statement®r beliefscanever be contradicted: This eitherdoesnot follow or elseis true but not
bad. After all, we reasonnon-monotonicallyand are always, as notedin (5), changingour minds
(Martins & Shapiro1988,Martins & Cravo 1991). On the otherhand,perhapghis objectionholds
becausdasmy colleagueShapiropointedout) afterassertingP’, the‘P’ in ‘=P’ isn’'t thesame'P'.
In this casemy repliesto objections3 and4, above, would applY.

6.7.2 Compositionality and the analytic-synthetic distinction.

So,theres noreasorto rejectconceptual-rolsemanticgust becausd entailstheallegedevils of holism. Is
there,then,asFodorandLeporewantto algue,reasorto rejectit on the groundsof inconsisteng with the
hypothesesthat naturallanguagesrecompositionaland. . . thatthe a/s[analytic-synthetip distinctionis
unprincipled”(in the sense'that therearent ary expressionghataretrue or falsesolelyin virtue of what
they mean”)(p. 332)?

A preliminaryremarkbeforewe look at FodorandLepores agument.For me, truth andfalsity are
irrelevant, of course.Soperhapd have aneasyway out: Give up the analytic-synthetialistinctionon the
groundsof irrelevance. But | suspecthattheres a doxasticway to view the analytic-synthetidistinction
thatcanavoid the needto dealwith truth valuesyet still be, potentially inconsistenwith conceptual-role
semanticandcompositionality:Are thereexpressionshatoughtto bebelievedsolelyin virtue of whatthey
mean?I| suspecthatthe classof suchexpressionsvould be identicalto the classof analyticexpressions
asFodor and Leporewould characterizahem. Thus,if ‘bachelorsareunmarried’is supposedo be true
by virtue of the meaningof ‘bachelor’ and ‘unmarried’ (and‘are’, plusits syntacticstructure) thenand
only thenoughtit to be believedfor thatreason.(For therecord,l think this warhorseof anexampleis not
analyticeitherway you look atit; see§6.7.3belon.) Likewise,if oneoughtto believe ‘red squaresrered’
solelyin virtue of the meaningf ‘red’ and‘square’(and‘are’, plusits syntacticstructure) thenandonly
thenis it true in virtue of thosemeanings(And, for therecord,| think this is analytic.¥’ In whatfollows,
then,I’ll treatthe analytic-syntheti@istinctiondoxastically

27Becausd think that‘red squaresarered’ meanshatif x is redandsquarethenx is red simpliciter. Clearly, it is notanalytic
(indeed,it is false)that, say allegedmurderersaremurderers.lt is interestingto note(a) that small elephantsalthoughquite big,
are smallfor elephantsand(b) thattoy gunsarenotonly toys, but alsoconsideredy mary to beguns(thoughnotrealones);after
all, childrenoftenlearnthe meaningof ‘gun’ via toy guns.But | digress.
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6.7.2.1 Compositionality and conceptual role. Consider first, conceptual-role semantics and
compositionality Fodor and Leporetake compositionalityto be “non-negotiable”, sinceit is the only

hypothesighat entails“productvity, systematicityandisomorphism”,all of which they take asessential
featuresof naturallanguage(pp. 332—334). Compositionality of course,only holds for non-idiomatic
expressionsasFodorandLeporenote. To saythat, however, is to comedangerouslycloseto circularity.

For to saythat compositionalityonly holds for non-idiomaticexpressionss to saythatit only holds for

expressionghat can be analyzedthatis, expressionsvhosemeaningis determinedby the meaningsof

its parts. So, compositionalityonly holdsfor expressiongor which it holds. Having saidthis, however,

I shouldalsosaythatit certainly seemso be a reasonablegrinciple, thoughl caneasilyimaginethata
sustainecdeffort to understandhe semanticof idioms and metaphorgbroadly construedafter the fashion
of Lakoff 1987)mightundermindgt. However, it hasnt, yet. (But cf. Pelletier1994abcZadrozly 1994for

argumentsagainstcompositionality)

Productvity certainly seemsto be a fact about languages,even nonrnatural ones. A non-
compositionalanguagevould appeato needaninfinite setof primitive termsor aninfinite setof formation
rules to be productie, and natural languagesare clearly finite in both theserespects,so finite, non-
compositionalanguagesvould not be productve.

Systematicitytoo, seemsa generafeatureof languagesndto follow from compositionality:If the
meaningof, say ‘aRB werenot a function of the meaningsf ‘a’, ‘R, ‘b’, andof its formationrule, then
therewould be no reasorto expect'bRd to bewell formedor meaningful(thoughit mightbe).

Isomorphismhowever, seems bit moresuspec(aseven FodorandLeporeadmit,p. 333n2).For
onething, FodorandLeporeexpresst in acuriously albeitapparentlyharmlesslyone-sidedvay:

() If asentenc&expresseshepropositiorthatP, thensyntacticconstituent®f Sexpresgheconstituents
of P. (p.333.)

Whataboutviceversa? Well, if aproposition,P, hasconstituentsandif eachof themis expressedy (sub-
sententialsymbols then—bycompositionality—itdoesappeathata sentencé so structuredexpresse .
But doesP have to have constituents®Whatif propositionswereunanalyzablainits? Thenthe corverse of
() would bevacuous] supposeBut thatwould play havoc with (1), itself: For S might haveconstituents,
yetthey couldnot, then,expressP’s constituentssinceP wouldnt have ary. Heres wherecompositionality
comesgto therescue] suspect.

What is a proposition, anyway, and what doesit have to do with compositionality? Well,
compositionalityasFodorandLeporehave it saysthatthemeaningof a sentencés afunctionof its syntactic
structuraldescriptiontogethemwith themeaningf its lexical constituentgp. 332). Thelink to propositions
mustbethis: The meaningof a sentencés the propositionit expressesin thatcase Jexical meaningsnust
be constituentof propositions.So,compositionalityentailsthat propositionsareanalyzablel waswilling
to grantthemthatarnyway, but | thoughtit wasworthwhileto spellthingsout.

Heresthefirst problem(p. 334):

1. Meaningsarecompositional.
2. Inferentialrolesarenot compositional.
3. .. Meaningscant beinferentialroles.

We've just accepted1). Mustwe accept(2)? Heres thefirst part of Fodor andLepores defenseof (2):
By compositionalitythe meaningof, say ‘brown con’ is afunctionof “the meaning®f ‘brown’ and‘cow’
togethemwith its syntax” (p. 334). But, by conceptual-rolesemanticstherole of ‘brown cow’ is afunction
of therolesof ‘brown’ and‘cow’ and“whatyouhappento believe aboutbrown cows.So, unlike meaning,
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inferentialroleis ... notcompositional(p. 334). | take it thatthey concludethis becausehey take therole

of ‘brown cow’ to depenconsomethingn additionto therolesof ‘brown’ and‘cow’. Butthatdoesnt seem
to bethe case:Grantedtherole of ‘brown cow’ depend®ntherolesof ‘brown’ and‘cow’. Whatarethose
roles? Well, they includeall of my beliefsthatinvolve ‘brown’ and‘cow’, andthat includesmy beliefs
aboutbrowvn cows. Sonothingseemsgo be added.Now, thereis a problem—thethreatof circularity, viz.,

that, at bottom,the meaningof ‘brown cow’ will dependonthe meaningof ‘brown con’—but thatdoesnt

seemto be what FodorandLeporearecomplainingaboutat this point. Puttingthatasidefor the moment,
inferentialrole doesseenmto becompositionalsoit couldbewhatmeanings.

Earlier however, we sav thatthemeaningof ‘brown con’ hasto beaconstituenbf a proposition—
call sucha constituenta“concept”for now. Sowe have two options:(1) identify propositionsandconcepts
with roles, or (2) assertthat therearetwo kinds of meaning: (a) a sentenceneans a proposition(anda
sub-sententiabxpressionmeang a concept),and(b) a sentencdor sub-sententiaéxpression)means (or
is) its role. Now, theres amplehistorical precedenfor bipartite theoriesof meaninglike (2). We might
even think of meaning asa kind of referentialmeaning. Note that we would then have three kinds of
referentiaimeaning:classicaFregeanBedeutunginternalreferencdasdiscusseih Rapaport995,552.5.1
and2.6.2,andRapaport1996,Ch. 8, §3.1) andour newn propositional/coneptud sort, which is not unlike
a Meinongiantheoryof meaning(cf. Meinong 1904; Rapaport1976,1978,1981,1985/1986,1991b,and
referencesherein).Meaning—role meaning—wuld beakind of Sinn Oneproblemwith suchatheoryis
thatit doesnt tell uswhatpropositionsor conceptare. That's anadwantageo option(1), thatof identifying
propositions/congss with roles.l won'’t take a standon this here,thoughl leantowardsthefirst option,on
groundsof simplicity.

FodorandLepores pointis thatif | believe thatbrowvn cows aredangerousut do not believe that
beingbrowvn or beinga cow is dangerousthenthe concepof dangerousmight be partof therole of ‘brown
cow’, yet not be partof therolesof either‘brown’ or ‘cow’. Hereis whereFodorandLepores emphasis
on inferential role ratherthanconceptualole misleadshem. For me, beingdangerousnight be inferable
from beinga browvn cow without beinginferablefrom beingbrown or beinga cow, simpliciter (thatis, it's
a sortof emegentpropertyor merelycontingentlybut universallytrue of brown cows). However, if being
dangerouss partof the conceptuarole of ‘brown con’, it's also—pso facto—part of the conceptuatoles
of ‘brown’ and‘cow’. It cant helpbut be. If inferential role, then,is not compositionalbut conceptualole
is, thenso muchthe worsefor inferential role. Inferentialrole, in ary event, is subsumedy the broader
notion of conceptuakole. At most,then, Fodor and Leporemay have successfullyshavn why meaning
(probably)isn't inferential role. Conceptuarole, so far, emegesunscatheddespiteFodor and Lepores
claim thattheir agumentis “robust... [and] doesnt dependon... how ... inferentialrole” is construed
(p. 335).

6.7.2.2 Compositionality in SNePS. Let'slook atcompositionalityfrom the SNePSviewpoint. Recall
that molecularnodeshave structure,in the sensethat they “dominate” other nodes;thatis, a molecular
node has one or more arcs emanatingfrom it. Basenodes,on the other hand, are structurelessthat
is, they do not dominateary nodes,thoughthey are dominatedby othernodes. (An isolatedbasenode
would be a “bare particular” (Allaire 1963, 1965; Baker 1967; Wolterstorf 1970) or a “peg” on which
to hangproperties(Landman1986); but SNeP Sforbids them.) Following William A. Woods(1975),we
alsodistinguishbetweerstructural andassertionalinformationabouta node. Roughly a nodes structural
informationconsistof thenodest dominatesits assertionainformationconsistof thepropositionahodes
thatdominateit.

For example,considetthenetwork of Figure12, representinghepropositionthatMary believes(de
re) of Johnthatheis arich person(on the natureof dere belief representationseeRapaport,Shapiro,&
Wiebel1997).It contains7 basenodes(B1, B2, " John" ,"ri ch"," person","Mary",6 "bel i eve")
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and 11 molecularnodes(ML, ..., ML1).?® ConsiderB1: As a basenode,it hasno structure,henceno
structuralinformation,but we know assertionallyseveralthingsaboutit (or, rather thatwhichit represents):
It is namedJohn’ (M2), it is rich (MB), andit is a person(M4). ConsiderM4: Structurally it is (better: it
representsa propositionthat Bl is a person(thatis, its constituentsaareB1 andMB, the latter of which is
(or representsa conceptwhoseonly structureis thatit is lexicalizedas‘person’). Assertionally we knowv
of M4 thatit is believed by Mary. (We alsoknow, sinceit is an“assertednode(see§3.2, abore), thatit is
believed by Cassiethis, too, is probablypartof its assertionainformation,eventhoughit hasnothingto do
with nodedomination.)

Now, what doesM4 mean? Structually, its meaningis determinedoy the meaningsof B1 and
MB. For now, let’s take the meaningof B1 to be a primitive (or perhapghenodeBLl itself). The structural
meaningof MB is determinediy the meaningof the" per son" node,which, again,we’ll assumas either
primitive or the nodeitself. Sofar, sogoodfor compositionality However, if meaningis conceptuaftolein
the entire network, thenwe mustalsoconside’s assertionaimeaningwhich is thatMary (andpossibly
that Cassielbelievesit. Is assertionameaningcompositional?This may be a matterof legislation. Let’s
supposehowever, thatit is. Thenthe assertionaimeaningof M4 is determined|et’s say by the assertional
meaningof MLO (which is the only nodethat directly dominatesMd—ignore Cassiefor now), which, in
goodcompositionaturn, is determinedy the assertionaineaningof ML1. What's the assertionaimeaning
of ML1? As with basenodeswe couldsaythatit is somesortof primitive or elsethe nodeitself. We could
alsosaythatatthis pointwe mustrevertto structual meaning.That,in turn, suggestshatfor the structusal
meaningof a basenode, we could revert to its assertionalmeaning. To make mattersmore comple,
presumablythe meaningof, for example,MB andB2, alsoplay somerole in theassertionameaningof M4.

I will leave for anothertime (and anotherresearcher:Hill 1994, 1995) the spelling out of the
details. But therearetwo obserationsto be made: (1) Circularity abounds.(2) Compositionalityis not
necessarilgompromisedseeHill 1994,886.5.2,6.6). | mightalsonotethatproductvity, systematicityand
isomorphismik ewise do not seento be compromisedr renderednexplicable. (We'll returnto circularity,
in the next section.)

6.7.2.3 The analytic-synthetic distinction. What happenedo the analytic-synthetidistinction? The
proposalis to save inferential role by limiting it to analytic information: Analytic inferential role is
compositional soit can be identifiedwith meaning. The first thing to noticeis that this remoses“being
dangerous’from the meaningof ‘brown cown’ (anda fortiori from the meaningsof ‘brown’ and‘cow’).
Now, thereare advantagesand disadwantagego that. Oneof the disadwantageds thatif | do believe that
brown cows aredangerousthenthatis partof the meaningof ‘brown cow’ (andmy conceptof brovn cowvs
is equallypartof what‘dangerous'meanso me). If, for example,thefirsttime | read‘dangerouswasin
the sentencébrown cows aredangerous’thenwhat ‘dangerous’meant for me, is: somethinghatbrown
cows are. Now (asl aguedin Rapaport1995,52.6.2),the moreoccurrence®f ‘dangerous’(or of ‘brown
con’) | encounterthelesslikely it will bethat‘brown’, or ‘cow’, or ‘brown cow’ will play asignificantrole
(excusethe expression)n my understandingf ‘dangerous’(and, mutatismutandis the lesslikely it will
be that ‘dangerous’playsa signifcantrole in my understandingf ‘brown cown’). Whatwill be left when
suchidiosyncratic,contingentaspectof the meaningplay smallerand smallerroles (or drop out of my
dictionary-like definitionof ‘brown cow’ or of ‘dangerous’)2Vhatwill beleft maywell bejusttheanalytic
inferentialroles: ‘brown cow’ will meant‘cow thatis brovn” (althoughl mightstill believethatbrowvn cowvs
aredangerousandhave a connotatiorof dangemwheneer | encountetbrown cow’). That'stheadvantae
of analyticinferentialrole.

Of course,it’'s not enough Whataboutthe meaningof ‘cow’ tout court? We have a few options

28Hill 1994,1995would not considersensorynodes(attheheadof | ex arcs)to bebasenodes.
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evenwithin thefamily of role-typesemantics.

Option 1: ‘cow’ means‘cow”, where“cow” is a primitive termof Mentaleser of my languageof
thought(or a SNePShode). Perhapshis is what Fodorhasin mind whenhe makessuchclaimsasthatwe
have innateconcept®f, say carturetors?® Option 1 is OK asfar asit goes but notvery enlightening.

Option 2: ‘cow’ meangny entiresetof conceptsninus“cow”, where“cow” is asin Option1. That
is, themeaningof ‘cow’ is its entirerole (or location)in my entirementalnetwork. That's holism. | think
it sfine, asl aguedearlier But I grantthatit seemgo beabit too much. So,whenneededwe canchoose
Option3:

Option 3: ‘cow’ meansthat portion of my entiresetof conceptgminus“cow”, of course)from
which | caninfer whatever elsel needto know to useand understandcow'—that is, that more or less
stableportionof my conceptuahetthatcorrespondso the sortof informationgivenin a dictionaryor small
eng/clopedia. (This would be oneimplementatiorof the SCOPEmechanisnof Hill 1994,1995. Ehrlich
1995limits SCOPBby, roughly theinformationnecessaryo cateorizetheterm.)

Whataboutcircularity? Accepting—as do—bothcompositionalityandconceptuatrole semantics
(ratherthan mere inferentialrole semanticsanalytic or otherwise),we seethat compositionalitynever
“bottomsout”. This, | takeit, is oneof thepricesof theholismof conceptual-rolsemanticsHow expensve
is it? Well, notefirst thatit rearsits headwhenwe inquire into the meaningsof basenodes. Perhapghe
structural-asserti@h distinctionrenderghatheadlessugly thanit might otherwiseappearTheotherplace
that circularity appeards whenwe try to find a natural“stopping place” in the computationof a nodes
“full” (thatis, both assertionandstructural)meaning(cf. Quillian 1967,1968). How badis that? Don't
forget: Our network is huge,andincludesinternalrepresentationef all of the entitiesthata Harnad-lile
groundedheorypostulatesWe could saythatthe meaningof ary nodecannever begivenin isolation—to
understantne nodeis to understandhe entire network. We could saythat the meaningof somenodes
is intrinsic or primitive or givenin somesensgPerlis 1991, 1994 seemso saythis; cf. my treatmentof
Lakoff andJohnsonin Rapaportl996,Ch. 3, §2.2.2.3). Or we could saythat somesmallerportion of the
entirenetwork is sufficient (this is the dictionarylike-definiton strateyy). We couldalsosayall of theabove,
distinguishingdifferentkinds of meaningfor differentpurposes.

FodorandLeporearent happy with analyticinferentialrole, however. First,theonly wayto identify
the analyticinferencegfrom all the others)is to seewhich onesarevalidatedby meaningsalone,but the
only way to identify meaningsis to look at analytic inferences. | have no stale in defendinganalytic
inferentialrole. | think thatthe notion of a broaderconceptualole, limited attimesasin Option 3, avoids
this problem. As | hintedin §6.7.2,analyticinferencescanbe identified quite easily: They're the onesof
the form Vx[ANx — Ax andV¥x[ANx — Nx|, whereA is a predicatemodifier; e.g.,red squaresarered, red
squaresresquare.Thereare,of coursewell-known problemswith toy guns(which are toys, but not (real)
guns),allegedmurderergwhich are allegedbut not necessarilynurderers)andsmallelephantgwhich are
elephantsbut only relativelysmall), but even FodorandLeporearewilling to waive these(p. 334).

Secondthey seeanalyticinferentialrole as“jeopardizing” “the naturalizabilityof inferentialrole
semantics’(p. 336),becauseét cant beidentifiedwith causalrole, in turn becausehereis no causakheory
of analyticity | don't know what a causaltheory of analyticity would look like. If it would be a theory
explainingwhy we tendto infer N from AN (we do, afterall, tendto think of toy gunsasguns,andthere
is a sensdn which smallelephantsare small, at leastasfar aselephantgo), thenl seeno reasorwhy we
would evenwantto identify (analyticinferential)role with causalrole. Theformerseemsyuiteabstracand
generalthelatterseemgo beamereimplementatiorof it, hencdessinterestingor theoreticallyimportant.
And why naturalizesemanticatall? Putotherwisejsn't it natural—andubiquitous—tabegin with?

29David Cole, personatommunication30 Junel994.
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6.7.3 Theinconsistency

Sotheinconsisteng that FodorandLeporeseein the compositionality/rad/analytic-synthetic triad is this:
If meaningis (inferential)role, thenit is not compositional.If meaningis analytic inferentialrole, andif
therewereaviableanalytic-synthetidistinction,thenmeaningvouldbecompositional Moreover, analytic
inferential-rolesemanticentailsthe analytic-synthetidistinction. But thereis no viable analytic-synthetic
distinction.

Thereappeartto bethreeoptions: (1) Keepcompositionalityandrejectboth the analytic-synthetic
distinctionandboth inferential-and analytic-inferentialrole semantics(2) keepnon-analyticinferential-
role semanticsaandrejectboth the analytic-synthetiaistinctionand compositionality and (3) rejectall of
them?3C Of these FodorandLeporeoughtto optfor (1).

Their first considerations to resurrecthe analytic-synthetiaistinctionin alimited form, namely
to allow it “only betweenrexpressionsandtheir syntacticconstituents (p. 338). That's fine by me (seemy
discussiorof AN — N andAN — A inferences)Theproblemwith thisthatFodorandLeporeseeis thatit
rulesout asanalyticsuchstatementasthatcows areanimals(or, presumablythatbachelorareunmarried
men). That's fine by me,too, traditionbedamnedUnless'bachelor’is definedas‘unmarriedman’, it really
isn't analyticthatbachelorsaareunmarriedmen. A Martiansociologisttrying to figure out what’s “natural”
aboutthe catgyory of bachelorswould not treatthe claim that bachelorsare unmarriedmen as analytic
(cf. Rapaportl981,Lakoff 1987;seealsothediscussiorof reverseengineeringn Weizenbaunml976,esp.
p. 134).For FodorandLepore thatcows areanimalsmustbeanalyticif whatcountsis inferentialrole. But,
first, thathasto be aratherbroaddefinition of inference(for it is a biological inference notalogical one).
And, second,t’s just anotherreasonfor preferringconceptualole semanticswhich doesnt licenseary
analytic or logical inferencedrom cow to animal. As FodorandLeporepoint out, “If Quines amguments
shawv anything, they shawv thatthereis no way to reconstructhe intuition that ‘brown cow — animal’ is
definitionaland ‘brown cow — dangerousisn't” (p. 339). | agree;but thereis a way to distinguishthese
from thestrictly definitional‘brown cow — brown’, andthat’s all we need.

Their secondconsiderations thatthe holismof inferential-rolesemanticentails“that expressions
in differentlanguagesresemanticalljincommensurable(p. 339). Yes;sowhat? As we saw in §6.7.1(2),
thatdoesnot preventusfrom communicating—succesdifg—with oneanother(for otherreasonsvhy, see
§86.6 and7, below, andRapaportl996,Ch. 5). Ah—but is inferential-rolesemanticghusholistic? Fodor
andLeporethink not: They think thatthe following argumentis nota goodone(p. 340):

1. Themeaningof anexpressioris determinedy someof its inferentialrelations.

2. "Thereis noprincipleddistinctionbetweerthoseof its inferentialrelationsthatconstitutehemeaning
of anexpressionandthosethatdont” (p. 340).

3. .. Themeaningof anexpressioris determinedy all of its inferentialrelations.

Premisel follows from inferential-rolesemanticspremise2 follows from the lack of ananalytic-synthetic
distinction,andthe conclusioris holism. They think thatthisis notagoodway to arguefor holism,because
it is a slippery-slopeargumentand becauset dependn derying the analytic-synthetidistinction. The
latteris aproblembecausé youacceptaprincipledanalytic-syntheticlistinction(asl do),youcant accept
(2), andif you denya principledanalytic-syntheti@istinction,you cant accept(1), becausdl) requiresa

30Heres why: Thereare four principles: compositionality the analytic-synthetiaistinction, inferential-rolesemantics and
analytic-inferential-rolsemanticsSothereare 16 possiblecombinationsRejectingthe analytic-synthetidistinctioneliminates3
of them(the onesin which the analytic-synthetidaistinctionis true). The analytic-inferential-rolsemantics— analytic-synthetic
distinctionrelationeliminatesanotherfour (the onesin which analytic-inferential-rolesemanticss true but the analytic-synthetic
distinctionis false). Of the remaining4, the inferential-rolesemantics— —compositionalityrelationeliminatesthe onein which
inferential-rolesemanticandcompositionalityaretrue.
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principled analytic-synthetiaistinction. It seemsto me that all that this shaws is that holism cant be
inferredthis way, notthatholismis false.

Heres how | seeit: (1) istrue. In fact,| cangive it at leasttwo interpretation®n conceptuatole
semanticsnotinferentialrole semantics:

(1a) The structual meaningof an expression(or node)is determinedoy the expressiongor nodes)that
constitute(or aredominatecby) it.

(1b) The dictionary-like meaningof an expression(or node)is determinedby someof its conceptual
relations. (Which onesdependon the contexts in which the cognitve agenthasencounteredhe
expressiorandon which of thoseareneededo provide a “stable” meaningasspelledoutin Ehrlich
1995.)

Premisg?2) is false.Therearelots of differentprincipleddistinctions.Oneis thatbetweerogical inferences
andnonlogical ones(betweeroneswhoselogicalformis AN — N or AN — A andoneswhoselogicalform
is A — B). Anotherdifferenceis that producedby (1a): the distinctionbetweenstructuralandassertional
information. Yetanotheris thatproducedoy (1b): thedistinctionbetweeri‘’core” relationsand“peripheral”
(or “connotational”)ones.(Thisis alsospelledout in Ehrlich 1995.) Holism, asl seeit, is independenbf
(1) and(2). But it doesfollow from—indeed,t simply is—the notion of the full meaningof an expression
(or node)asgivenby conceptual-rolsemantics.

Sothe“crackin thefoundationsof” semanticgp. 342) canbe patchedy usingdifferentbrandsof
role semanticsanalytic-synthetidistinctions andmaybecompositionality:Buy conceptuatole semantics,
alogical (or structurallanalytic-synthetidistinction,andsomeversionof compositionality—ana@ccepthat
therearelots of aspectdo “the” meaningof anexpression.

7 HOW TO COMPARE ROLES.

Oneof theleftover problemsthatFodorandLeporesav hasto do with the apparenincommensurabilityf
differentsystemsf roles. Perhapsthey suggespessimisticallyonewill have to bereconciledto atheory
of similarity of meaningratherthanof identity of meaning.

Thereare, | think, casesvhererolesindeedcant be cleanlycompared.The clearesttasescome
from languagédranslation.Therole of the Frenchprepositiont &' is simply notplayedby ary oneprepaosition
in English,noris therole of the Englishprepositiortin’ playedby ary oneprepositionin French.However,
this preventsneithertranslationnor mutualcomprehensionNor do caseof dissimilarrolesamongnouns
preventeverydaytranslatioror comprehensiorthoughthey wreakhavoc with literary andpoetictranslation,
not to mentionpunsandeven everydayassociation®r connotationsSobeit. Onecanalwayscornvey the
foreignmeaningoy a suitable,f prosaicandpedanticgloss(cf. Rapaportl981,Jenningsl985).

There are ways to compareroles “on the fly”, thoughone hasto look at the larger picture—
indeed argerandlarger pictures—andanehasto settle,sometimesfor only partialagreementAs Nicolas
Goodmarhasputit, “. .. | associatevith yourwordsvariouscomplexesof memory behaior, affect, etc.,in
suchawaythatl endupwith asentencevhich canplay more or lessthesamerolein mylife asyoursentence
playsin your life” (personakommunicationmy italics). The importantpoint is that this correspondence
(hence,this semanticunderstandingtan be setup. As DouglasB. Lenatand Edward A. Feigenbaum
(1991) obsere abouta similar situation,“While this doesnot guarantedghat the genuinemeaningof the
conceptshave beencaptured,it's good enoughfor us” (p. 236). Whatis “genuinemeaning”? Is it an
“intendedinterpretation”? Intendedby whom? In the caseof Lenatand Feigenbauns cyc system—a
vast,eng/clopedicknowledgebase(but onethatcanbethoughtof asakin to the mind of a (computational)
cognitive agent;cf., however, Smith 1991)—theres ananswer: The genuinemeaningof a conceptis the
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oneintendedby the cyc researchersBut in the caseof a humanor of a cy c-like systemthat“changests
mind” and“learns”,its ownunderstandingg just syntactic.More importantlyfor our presentoncern,

... how doesoneguarante¢hatone’s neighborsharegshe samemeaningdor terms?The answeris that
onedoesnt, atleastnotformally or exhaustvely. Ratherin practice onedefeasiblyassumesy default
that everyoneagreesput onekeepsin resere the ubiquitousconflict resolutionmethodthat says“one
may call into questionwhetherthey andtheir neighboraresimply disagreeingverthe meaningof some
terms”. (Lenat& Feigenbauni991:236.)

Thatis, communicatte negotiationcanresolhe conflicts,enablingusto understandneanother But thatis
anotherstory (told in Rapaportl996,Ch.5).
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